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Preface

These proceedings contain the accepted papers eofntiernational Workshop on Vocabularies,
Ontologies and Rules for The Enterprise (VORTE), held in September 202005 in Enschede, The
Netherlands.

This workshop, organized in the context of €&l EEE Enterprise Distributed Object Computing
(EDOC) - The Enterprise Computing Conference, can be considered as a second edition of the MDSW
(Model-Driven Semantic Web) Workshop held at theGED2004 in California, USA. However, besides
the specific topics of Model-Driven Architecture [M) and the Semantic Web, the objectives of VORTE
are: (i) to promote the discussion of the role ofotogical research for enterprise engineering;hifing
together researchers from areas such as philosdpiritology, business process modelling, infornmatio
modelling, software and domain engineering, and-balsed systems to support the interdisciplinabatie
that this topic requires.

In accordance with the objectives of the wodgshwe have assembled an international and highly
qualified program committee, but also one on whiidferent communities important for this enterprése
represented. As a result of the call for papeiis, thmmittee received 19 submissions from 16 cémitr
worldwide and after a rigorous refereeing proc8skigh quality papers have eventually been chosen f
presentation at the workshop and for appearingesd proceedings.

The material included in this volume reflects tlaune of the forum that we want to promote wittsthi
edition of VORTE. The proceedings are structuredhiree concern areas, which are discussed in the
sequel:

Part | (Foundational Ontologies): In the first part, we have three contributionst thpproach the
topic of Enterprise Engineering from a foundatioRarspective, i.e., by employing and advancing the
theoretical work of areas such as Philosophy, QagnEciences, Linguistics and Social Scienceghén
first of these contributions, Hannes Michalek addes the topic of conceptual analysisafsal relations
within the framework of th&eneral Formal Ontology (GFO) developed by the OntoMed Research Group
at the University of Leipzig. Following this arti;l we have the contribution by Emanuele Bottazzi an
Roberta Ferrario discussing the foundations ofatology of Organizations. Bottazzi and Ferrario base
their analysis in another foundational ontology edr®OLCE (Descriptive Ontology for Linguistic and
Cognitive Engineering) developed at the Laboratory for Applied OntolodyOA) at the Institute for
Cognitive Science and Technology, Trento, Italyostg this part, we have tl@ontext-Based Enterprise
Ontology proposed by Mauri Leppanen, aimed at promotingommon understanding of the nature,
purposes and meaning of enterprise related concepts

Part Il (Enterprise Modeling): In this second part of the proceedings we have doutributions. In
the first of these, Ricardo Falbo and Gleidson @krtpresent a formally define@oftware Process
Ontology that can be used b$oftware Organizations for understanding, communicating and reasoning
about the Software Process Quality Domain. By shgwhow to interpret existingoftware Process
Quality Standards in terms of the proposed ontology, the articleo adspports software organizations in
suitably employing these standards in their soféwaocess improvement efforts.

In the sequence, Slimane Hammoudi, Jérbme Janwiérenivaldo Lopes present an approach
inspired in the Ontologies and Database Literafareexplicitly differentiating between the concepts of
mapping and transformation in MDA. This approach can be used, for example, to demapping
specifications between (platform independent) enterprise modets (@latform specific) implementation
models, which are independent of particular tramsédion definition metamodels (languages).

Still on this section, Kilian Kiko and Colin Atkins elaborate on the need fotegrating existing
enterprise information representation languages aimed for human usability (in particulddML), with
those aimed at machine processability and automedisoning (most notably, the description logicsebla
ontology representation languages such as OWL). The authors discuss the strategiepted by existing
proposals in the literature and present their oiga\on the subject.

In an article concluding this part of the procegdinTae-Young Kim, Cheol-Han Kim, Jeong-Soo Lee,
and Kwangsoo Kim describe anDA-based Enterprise Architecture Framework that contributes to the
configuration of process-centric and loosely-couplédrtual Enterprises. The proposed framework
harmonizes different existing approaches in thegdiure such as Enterprise Architecture (EA), fraork-
based development, meta-modelling and MDA to undetipe representation of enterprise models from
different viewpoints, at different levels of graatity, generality and abstraction.



Part Il (Business Rules): Finally, in this third part, we have two articlésat target the topic of
Business Rules. In the first of these articles, iBuBasallas, Catalina Acero and Nicolas Lépez dis¢he
derivation of implementations from high level business rules through successiviodel transformations.
This work presents a modelling profile which defina vocabulary to model the concepts needed to
integrate business activities and applications, and, specifically, to assist the transformatidrbosiness
process models to platform specific implementatio@®ncluding these proceedings, we have the
contribution of Stijn Godertier and Jan Vanthienehjch proposes a rule-based approach to représent
semantics of data and control-flow perspectivesniterprise modeling. In particular, the authorssshow
a business rule model can be used to define arstreamthe data elements obasiness vocabulary model
and the state transitions ofbasiness process model. To this end, Goedertier and Vanthienen develop a
lightweight rule-based process ontology and arule set ontology for rule-based business process modeling,
and demonstrate how a corpus of different kindsl@fn clauses can be generated from these models for
rule-based business process execution.

There are several people that deserve our appoeciand gratitude for helping in the realization of
this workshop. First, we would like to express guatitude to both the program committee members and
the additional external referees for their timekpertise in reviewing the papers, and to the auttior
submitting their papers to VORTE. We would like dpecially thank Colin Atkinson for accepting the
invitation to deliver the keynote talk at the wdnkp. Moreover, we thank Roberta Ferrario, Emanuele
Bottazzi and Claudio Masolo for their kind helpediting the proceedings. Finally, we are gratedutlisa
Kendall (chair of the MDSW 2004), Marten van Siretefgeneral chair of EDOC 2005) and Bryan Wood
(Workshop Chair of EDOC 2005) for their supporbiganizing this workshop as an EDOC Event.
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A Causal Relation Based on Regularity and
Manipulability

Hannes Michalek
Institute for Informatics (IfI)
Institute for Medical Informatics, Statistics and Epidemiology (IMISE)
Research Group Onto-Med
University of Leipzig
michalek @informatik.uni-leipzig.de

Abstract— Modeling causality is a necessary precondition for
doing reasoning that entails prediction or planning, or helps
at giving causal explanations. Unfortunately, most approaches
in computer science (artificial intelligence) focus on the formal
part of the problem underestimating the conceptual analysis.
We meet this challenge within the framework of formal ontology
and present an analysis that yields a notion of causality based on
regularity and manipulation, and that is conceptually adequate
in the aforementioned areas of reasoning (prediction etc.) as well
as in the realm of scientific practice.

I. INTRODUCTION

AUSAL knowledge, i.e. knowledge of causal relations,
is the key in a formal knowledge base, if a machine
(computer, software agent) shall be of any help at either

Prediction The mountaineer weighs 120kg includ-
ing his equipment. His screw-gate carabiner has a
breaking load of 16kN. Will it break if he falls down
3.5 meters?

Planning The mountaineer (120kg) will fall 5 me-
ters maximum (according to the route description).
What carabiner has to be chosen so that it will not
break in the case of an accident?

Causal Explanation The mountaineer died in a
climbing accident. What caused his death?

We see that the power of prediction' is fundamental for
both planning and giving causal explanations. The interrelation
is as follows: Prediction means giving the outcome of some
initial situation or initial state of affairs. Planning consists of
looking for an initial state of affairs whose desired outcome
can be predicted (probably in several steps). Giving a causal
explanation is looking for an earlier initial state of affairs that
the actual outcome can be predicted of.

So if a machine (a knowledge base) is to be useful in
either prediction, planning or search for causal explanation, it
must inevitably contain some sort of representation of causal
relationships.

The strategies to tackle this representation problem in the
field of computer science (artificial intelligence) are numerous.

'We will use prediction (and planning) in the sense of “predicting nature” or
“physical prediction”, as we are primarily concerned with physical causation.
Predicting the outcomes of an abstract algorithm (“terminates after twenty
iterations™) or the like is not covered here.

(cf. [11, [2] or [3]) Yet they share the following problem: They
usually take some notion of causality for granted (which is
rarely made explicit) and develop an — undoubtedly excellent
— formalism to describe it. However, in knowledge represen-
tation, a good (i.e. consistent and effective) formalism is only
one requirement. The other is conceptual adequacy: Does the
developed formalism model causality correctly?

This leads to conceptual analysis, which is the domain of
analytical philosophy, and you will find an impressive amount
of literature on causality in this area of research. Unfortunately,
there is no consensus on causality which we could simply
adopt. Still, you can find three major branches called regularity
analysis, counterfactual analysis and manipulation analysis.
(cf. [4]) Each of these theories focusses on a single feature of
the causal relation, whereas we believe that all of them must
be included in an adequate concept of causality:

Regularity is the most obvious characteristic of causality
and widely used in science: Doing experiments means gener-
ating certain initial conditions and checking for a certain result
afterwards. If some research group finds they have generated
the very same conditions as their “rivals” but did not detect
the same result, the theory at stake is regarded as falsified.

Counterfactual dependency has historically been under-
stood as a variation of regularity? and is commonly expressed
by “Had [cause] c not occurred, [effect] e would not have
occurred either.” [6] Today, following David Lewis [7], this
theory is commonly seen as an independent approach based
on possible world semantics.

The condition that the alleged effect should not take place
without the alleged cause is useful to rule out certain kinds
of accidental regularity, e.g. the relation between an arbitrary
“cause” and an “effect” that simply always takes place, thus
trivially fulfilling the regularity condition. It is also part of our
everyday usage of causal expressions: “If I had not eaten this
fish, I would not suffer from tummy-ache now.”

We affirm this intuition but argue that it is already covered
by regularity analysis (cf. section II-C).

Manipulability covers the intuition that the effect might be
changed by manipulating the cause. This condition allows to
filter out some other erroneous “causalities”, as e.g. succeeding

2¢f. Hume’s famous “Or in other words” [5] connecting his definitions of
regularity and counterfactual dependency.



effects of a common cause that would be regarded as a cause-
effect pair by simple regularity analysis.

Secondly, it fulfills the pragmatic requirement of e.g.
engineering: Causal knowledge that fulfills the manipulation
condition enables us to make things happen the way we
want them to, which might be the very reason why mankind
engaged in scientific activities in the first place.

In contrast to the philosophical debate, we are not so much
focussed on ontological simplicity but rather take Ockham’s
razor to be an advice to accept a broader base (i.e. regularity
and manipulability) in order to yield a theory that has all
the benefits of the ones above without suffering from their
problems.3 However, we had to realize that these theories
have serious gaps that rendered our initial aim to provide a
definition impossible (cf. II-D). Eventually, we had to restrict
ourselves to collecting the necessary features of a causal
relation.

Here’s a summary of our approach and its results:

o We argue that it is presentials (which are not extended in
time, as opposed to processes/events) that are the primary
causal relata. (cf. section II-A)

o« We formally describe the necessary conditions of an
adaequate causal relation which capture regularity, coun-
terfactual dependency and manipulation. (cf. sections II-C
and II-D)

o This basic causal relation between presentials is extended

— to allow for processes as causal relata (II-E), or
— to avoid “anti-transitivity” (III-A).

o Examining the necessary conditions, we show that our
notion of causality fulfills the aim of being a basis for
understanding prediction and, hence, planning and causal
explanation. The latter being understood in either the
traditional Hempel/Oppenheim way or in the way of
Woodward/Hitchcock’s theory of explanatory generaliza-
tion. (cf. section III-B)

o Finally (III-D), we show that our concept of causality
matches the epistemic characteristics of modern science
(i.e. how to find causal connections), with the design of
clinical trials as an example.

II. THE DETAILS

A. Presentials as Relata

The repertory of causal relata in the discussion of causality
is overwhelming, but if their ontological nature is not the focus
of discussion, it is usually assumed that it is events that are
causally connected (cf. [9]), the reason being that “[...] events
have a strong causal flavor, due to their tight relationship with
the notions of change and time, and this makes them intuitively
appealing causal relata.”, as Lehmann et al. put it (cf. [10]),
and we agree with these authors that everyday language prefers
processes/events as causal relata.

3Marilyn McCord Adams puts the Anti-Razor this way: “[...] where fewer
entities do not suffice, posit more!” [8]

A Causal Relation Based on Regularity and Manipulability

Yet we think that serious problems arise if we don’t take
this everyday usage as a merely pragmatically justified abbre-
viation but as following a full-fledged ontological picture, our
starting point being the problem of causal relevance:

Think of the simple situation where one billiard ball moves
in the direction of another ball which rests on the cloth. The
two balls touch, and the second ball’s movement begins (while
the first ball changes speed and/or angle). In terms of events,
this situation would be analyzed as two processes meeting at
the time of contact. A problem arises if you ask which part
of the first process is causally relevant to the second one - the
first half or the second?*

Think of the first half alone. There is no collision, thus,
nothing causes the second ball’s movement. But if we take
the second half alone (or combined with a different first
half), the result would be just the same as in the unmodified
situation. The second half seems to bear all the causal power.
Disregarding the first half of the first process, we can pose
the same question for the second half alone: Which quarter of
the first process is causally relevant, the third or the fourth?
Again, we find that only the fourth would lead to the same
movement of the second ball. Moving on, we must say that it
is the last eighth that bears all the causal relevance, the last
sixteenth, and so on.

This leads us to the assumption that it is the situation or
state of affairs at the very end of process one that is causally
relevant to the second process.

A possible objection to this argument is: Splitting up causal
relevance is not allowed; it is always the whole process that
causes an effect. But think of scientists making experiments to
check the predictions of a theory. They will do so by creating
the initial conditions the theory is about. Notice that they do
not have to create these conditions in a defined way. If a certain
low temperature is needed, they are free in choosing the means
of cooling. It seems sensible to regard the way of cooling as
irrelevant to the effect.

The same holds for the billiard balls: It is of no relevance to
the second ball’s movement how the first one got his velocity
or angle. It could have been struck by the queue, hit by another
ball, thrown by somebody or moved to its place by a complex
apparatus. In all of these cases, the second ball would behave
in exactly the same manner as long as the situation at the
moment of touching is the same.

An analogous thought experiment can be applied to the
second process. It can turn out in very different ways: The
second ball could run down the table and eventually come to
a hold due to friction. It could also be stopped seconds by
a obstacle or even accelerated if the table is not level, etc.
This again leads us to the assumption that it is not the whole
process that is caused but just the state of affairs at its first
time-boundary.

According to the formal ontology of GFO’, presentials are
the kind of entity that exist wholly at time-boundaries (which

4This argument is based on an idea taken from Michael Jubien [11].

General Formal Ontology, being a part of the ontological research of Onto-
Med at the University of Leipzig. This paper is a contribution to the work
done there, as e.g. presented in [12].
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is GFO’s term for time points or time slices), so we take
presentials as being the primary causal relata.®
The formal account is given at the end of section II-B.

B. Temporal Structure

Referring back to the billiard balls, we plead for a very
special temporal relation between the causal relata which is
neither simple succession nor simple synchronicity, but — as
we will argue in the following — gives a good answer to the
question of temporal and causal connection:

Taking the process-view again: How should the two pro-
cesses be connected? If time is modeled as intervals of real
numbers, there is a well-known problem. There are four
possibilities which do not suffice:

o The first interval is closed on the right, the second one
on the left. Where the two intervals either overlap, which
is not the kind of “immediate succession”, we wanted to
model. Or where they do not overlap, which implies a
gap between cause and effect.

o The first interval is closed on the right, the second one
open on the left. This is mathematically sound, but what
should a process with an open boundary mean? Contrary
to the movement of the second ball, this process would
have no defined beginning.

o The first interval is open on the right, the second one
closed on the left. Again, the model differs to the real
movement of the ball with respect to the defined end of
the process.

o The first intervall is open on the right, the second one
open on the left. This time, neither would the first
process have a definite end nor the second one a defined
beginning.

Fortunately, there are other approaches to time and GFO
provides means to tackle this problem by modeling time not
by intervals of real numbers but by chronoids with time-
boundaries that can coincide, which means that they are “in
the same place” while still being distinct. So we have a true
“end point” of the first process: time-boundary t., and a true
“starting point” of the second process: time-boundary t., with
t. and t. coinciding, therefore without a gap. (cf. [12])

This matches our idea that it is the relation between
presentials that process causality is based upon. Processes
are causally connected, if the presentials that exist at the
coinciding time-boundaries t. and t. are causally related.
(More on process causality in II-E.)

Our discussion of the nature of the relata and the temporal
structure can now be summarized as follows:

3p1, p2,t1,t2

(Proc(p1) A Proc(pz) Artb(t1, p1) A ltb(t2, p2)
APres(z) A\ Pres(y) A at(ti,z) A at(te,y)
Acoinc(t,t2))

eq.time(x,y) =ar

cause(z,y) — eq.time(z,y)

6 Another line of argument (which shall not be carried out at full length
here) is, that is it objects, and not processes that have masses or speed etc.
which seems to be necessary, to play the role of “puller and shover and twister
and bender”. (Expression taken from [13])

with rtb(t1, p1) expressing that ¢; is the right time-boundary
of the chronoid which is framing process p; and ltb(t2,p2)
expressing that ¢o is the left time-boundary of the chronoid
which is framing process ps.

C. Regularity

In order to speak of regularity at all, we first need a
collection of similar incidents. Our idea is to capture this
similarity by means of universals. So regularity’s rough motto
“similar scene followed by similar scene” is modeled by
instances of universals.

Secondly, we need some rule on these instances. And as
we want to cover chances as well as 100% regularity, we take
statistical dependency to connect the existence of the instances.

Reg(z,y) =qf 3U1,U2
(Univ(Ur) A Univ(Uz),z :: Ur,y = Ua
AL(Uy,Uz2))

cause(z,y) - Reg(z,y)

with L(U;,Us) expressing the statistical dependency
between the instances of U; and Us: If we take all pairs
(right time-boundary, left time-boundary) of — as eq.time()
requests — coinciding time-boundaries and the presentials
existing at these boundaries, the probability of finding an
instance of Us at the left time-boundary in such a pair is
lower than the probability of finding an instance of U, at a
left time-boundary in a pair where there is an instance of Uj
at the coinciding right time-boundary.

We believe that this also captures the counterfactual intu-
ition: If L is a 100% dependency, the effect does not happen
without the cause, and if L expresses that the probability of
the effect is higher with the cause happening, this implies that
it is lower without. In other words: The effect would not have
happened or would have been less likely to happen, which
is how we introduced the the counterfactual intuition in the
introduction.

More precisely: Nothing like the actual effect would have
happened. This is an important difference to modern Lewis
style counterfactual analyses as presented e.g. by John Collins
[6]. Those theories treat the intuition of “the effect would not
have happened” as being about another possible world where
the very same effect — the one that did happen in the actual
world — does not happen.

D. Manipulation

At this point, there is one last requirement left: The ma-
nipulation condition. The effect must be manipulable by the
cause. Let us come back to the billiard balls example: In what
way is the second ball’s movement manipulable by the first
ball’s movement?

Firstly, note that the kind of difference in cause as well as
effect must fulfil certain conditions to be reasonable. As James
Woodward puts it: “...we have no coherent idea of what it
is to change a raven into a lizard or kitten”. [14] So we lack
any causal intuition about a situation where the first ball is



changed, say, into a copper wire. And the same holds true for
a “change”” from mass to color. We believe that it is changes
in quality values® that manipulation is about. The second ball’s
velocity or angle of movement can be changed by changing the
first ball’s movement. This means that the causality relation’s
necessary conditions must include qualities and quality values
of the relata:

Jq(Qual(q) A q :: Qz A has_quality(z, q)
Ahas_value(q, vz)

p.hasv(x, Qr,vz) =gf
Man(z, Qu,y, Qy) =ar I’y

((comp(z,z") A comp(y, y')

Ap.-has.v(z, Qz,vz) A p.hasv(z’, Qz,vl)
Ap-has.v(y, Qg vy) A p-has.v(y', Qy, vh)
Aoz # vg)) = (vy # vy))

EIQIv Qy (Man(z, QCL‘7 Y, Qy))

cause(z,y) —

A few words on the definitions: p.has.v(z, Q., v, ) connects
the quality value v, to the presential x, with v, belonging to a
certain quality universal Q. Man(z, Q,y, Q,) demands for
at least one pair of non-equal values (of the same universal)
on the side of the cause which are reflected in a pair of
non-equal values on the side of the effect.

The crucial relation, however, is comparability comp(z,y),
whose intension is easy to understand: Not every pair of
presentials on the side of the cause that differ in a quality value
qualifies to take place in the manipulation condition. Take the
movement of the first ball. We have already seen that exchang-
ing the presential at the last time-boundary of that process by
something that is not a ball at all does intuitively not count
as a relevant manipulation. Furthermore, the replacement by
a presential that is not “coherently” connected to the process
of the ball’s movement seem to be problematic, too.

Unfortunately, this problem is not addressed in causal
literature on manipulability. Its origin can be found in the
history of the manipulation condition. Early theories used to
refer to “changes due to human interaction”, which would have
been a rather strong constraint to the allowed manipulation,
but this apparently failed in causal situations where human
powers were too limited to have any influence as in the
relation between moon and tide or between earthquakes and
plate tectonics. So newer theories try to avoid this problem
by defining the allowed manipulations without reference to
human interaction, which now seems to be too thin a concept
to discriminate between relevant manipulations and irrelevant
ones. (cf. [14] for history of the manipulation theory.)

Woodward/Hitchcock present a notion of manipulability
that introduces an exogeneous “intervention” that changes
the cause without influencing the effect directly (i.e. via a

"Note that “change” is not understood as a difference in the very same
presential but as a difference between “comparable” presentials. This has
two consequences: First, the question of “comparability” is raised, which we
shall discuss in the following. Secondly, our approach also handles “static
causation”, which is problematic for approaches that are based on changes
(e.g. cf. [10]).

8Quality values in GFO are, in short, the values of a property’s instances:
Weight is the property, this volleyball’s weight is the particular quality of the
particular volleyball and 260g is this quality’s value.
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route that excludes the cause).”(cf. [15]) This implies that the
presential at the end of the first process is always bound to a
process, but the problem is just transferred to the question of
“What processes are allowed?”, which in turn should exclude
the exchange of single presentials that render the process
“unnatural”, “strange” or “incoherent”, as it could be referred
to.

Again, we stress that the notion of an allowed manipulation
is by intuition sufficiently clear to be used here. Going back to
the billiard balls, a reasonable manipulation could be slowing
the first ball down by hand. This manipulation would set the
value of the first ball’s velocity “in the right way”, in terms
of Woodward/Hitchcock’s approach: without influencing the
second ball via a route that excludes the first ball.

Slowing down the first ball by a big fan that creates
strong wind on the billiard table would surely not fulfill the
manipulation condition as it directly influences the second ball
as well.

Summarizing, we understand the basic causal relation to

have the following three necessary features:'?
cause(z,y) —  eq.time(x,y)

/\Reg(w, y)

ATQz, Qy(Man(l’: Qx, Y, Qy))

E. Processes as Relata

We started our analysis by showing that it is reasonable to
take presentials as primary causal relata, yet we agree that
it is quite common (and useful!) to attribute causal relations
to processes. We will now show, how our presential based
causality relation can easily be extended to cover processes as
causal relata as well.

All that is required is the aforementioned relationship be-
tween presentials and processes: Processes have boundaries,
and presentials are the kind of entity that exists wholly at
such a single time-boundary. Following our analysis of the
billiard balls example in II-A, we introduce process-process
causality by means of the presentials existing at the processes’

boundaries:
at.end(z,y) =qf Pres(z) A Proc(y)

ATt(rtb(t,y) A at(t, x))

at.beginning(z,y) =4  Pres(x) A Proc(y)

ATt(Itb(t, y) A at(t, z))

p.cause(z,y) — Ju, v

(Proc(z) A Proc(y)

APres(u) A Pres(v)

Aat.end(u, ) A at.beginning (v, y)

Acause(u,v))

This intervention condition on the manipulation solves a problem which
Lehmann et al. merely “defined away”: There are qualities like shape and what
they call “location”, that always change together (“structural constraints”, cf.
[10]. With the intervention condition at hand, we see that, in this case, there is
no manipulation that changes shape without directly influencing the location.
Thus, there is no causal relation. The connection might probably be analyzed
as “conceptual overlapping”.

101f it were not for the problems with the manipulation condition (cf. II-D),
you could read =g4; instead of — here.



Hannes Michalek

Causality between processes is, thus, defined by causality
between the presentials at the “meeting point” and can be
used to express immediate cause. For expressions that include
chains of causally connected processes we will need a further
modification of p.cause(x,y), cf. III-A.

Analogously, we can define the rather technical rela-
tions p;.cause(z,y) between a process and a presential and
pa.cause(x,y) between a presential and a process, which are
useful for expressing that a process causes a certain state or
that a certain state of affairs caused a process:

Proc(z) A Pres(y)
AJu(Pres(u) A at.end(u, )
Acause(u,y))

p1.cause(x,y) =qf

Pres(z) A Proc(y)
AJv(Pres(v) A at.beginning(v,y)
Acause(z,v))

p2.cause(x,y) =qf

Referring to these relations as “technical” does not mean
that they have no ontologically sound interpretation. They are
just not that common in ordinary language and must not be
confused with expressions that merely state the situation at the
end or at the beginning of a process (“Running the whole way
made her be at the office at 10:00pm.”) without this end or
beginning being causally connected to another presential.

III. CONSEQUENCES AND DISCUSSION

The last section illustrated how we understand our theory to
fulfil the regularity, counterfactual and manipulation condition.
We will now discuss various consequences of our approach.

A. Reflexivity, Symmetry, Transitivity

Where does cause(z,y) stand in terms of reflexivity,
symmetry and transitivity? We will give some remarks here,
with transitivity bearing special importance.

Reflexivity: As eq.time(x,y) is defined by two presentials
existing at distinct time-boundaries, cause(x,y) is irreflexive,
but note that the technical term “reflexivity” refers directly to
the presentials at stake.

If you take the GFO-route to the problem of identity
through time, there are special universals (“persistants”) whose
instances are those presentials that we refer to as “being the
same thing/object/person through time”. Identity through time
is provided by the universal, whereas the concrete presentials
are not identical. (cf. [12])

Thus, what cause(x,y) allows for is that = and y of
cause(x,y) are instances of such a persistant. If that is the
case, an object can have a causal connection to ‘“itself”,
meaning that one instance of this object’s persistant is causally
related to another instance of the same persistant. This means
that we can have reflexivity on the level of objects without
having reflexivity on the level of presentials.

The following example may illustrate that the notion of an
object being causally related to itself is useful: Consider an
object moving in vacuum without being influenced by any

kind of force. Our approach allows for cutting the movement
into two parts, calling the first the cause of the second one,
which seems to be a reasonable answer to the question of what
caused the second part of the movement.

In terms of physics, the reason for the object’s constant
movement is captured by the preservation of impulse (together
with preservation of energy). This law of physics fulfills our
conditions of regularity and manipulability.

Symmetry: Once more, eq.time(z,y) needs exactly one left
and one right time-boundary, so cause(z,y) is asymmetric,
which is desirable to prevent the effect causing the cause,
as this would ruin the notions of cause and effect entirely.
Secondly, symmetry would have included so-called “backward
causation”, which is commonly taken to be counterintuitive,
at least in the case of causal loops (or time-travel).!!

Transitivity: Again, it is the time-boundaries which now
lead to what could be called “anti-transitivity”: cause(x,y) A
cause(y,z) — —cause(x,z). Still, we acknowledge that
causal transitivity is commonly assumed in everyday life,
so rather than ruling it out we want to make explicit what
conditions must be fulfilled for a transitive usage of causal-
ity. Introducing a new relation t.cause(x,y) analogous to
cause(x,y) based on temporal succession (v <; y) instead
of coincidence and allowing for left time-boundaries as well
as right time-boundaries should provide a good start:

succ.time(x,y) =qf  Ip1,p2,t1,t2

(Proc(p1) N\ Proc(p2)
A((rtb(t1, p1) A ltb(t2, p2))
V(rtb(t1, p1) A (rtb(t2, p2)))
V(Utb(t1, p1) A (rtb(t2, p2)))
V(Utb(t1, p2) A (Utb(tz,p2))))
APres(z)Pres(y) A at(t1,z) A at(tz,y)
A(t1 <¢ t2))

t.cause(z,y) — succ.time(z,y)

AReg(z,y)
AEQIE» Qy(Mcm(:v, Q-’E? Y, Qy))

Again, we could extend this relation to allow for processes
as relata, the new relations looking like their counterparts from
II-E with “cause()” being replaced by “t.cause()”.

Note that t.cause(z,y) still fulfills the regularity and ma-
nipulation condition.!? With t.cause(z,y) in the background,
cause(x,y) can be seen as the most immediate kind of a
t.cause(x,y) connection, but we hesitate to take it as the more
basic one as it allows for (big) temporal differences between
cause and effect.

Let us come back to the question of transitivity: We
introduced t.cause(x,y) to get rid of the “anti-transitivity”
of cause(x,y). We succeeded in that, but it is important to
see that we still have no transitivity, which is due to the
manipulation condition. Regularity is transitive, but “having a
manipulation for” ¢.cause(a,b) as well as t.cause(b, c) does
not entail having a manipulation for t.cause(a, c).

T According to J. Faye, backward causation should not be confused with
causal loops; none of them entails the other. (cf. [16])

2With the regularity — still expressing statistical dependency — slightly
adjusted in order to not depend on coinciding time-boundaries any more.



Yet, in certain everyday situations, a manipulation
“spanning” over a and c could be obvious: “My kicking the
ball caused the window to shatter.” is a reasonable sentence,
which presupposes transitivity as there are more that two
processes involved. Let us assume there are three of them:
the kicking (k), the movement (m) of the ball, and the
shattering (s) of the window. Between both pairs holds the
process-causality relation: p.cause(k,m), p.cause(m,s).
And we can easily think of a manipulation of %k that yields a
different s without influencing the effect directly. We could
e.g. change the speed or the direction of the kicking. This
manipulation fulfills the conditions for the transitive version
of process-causality t.p.cause(k, s), which would justify the
everyday inference.

It might well be, that certain relations between the manipu-
lations can provide transitivity, e.g. when manipulation m; on
a p.cause() yields an effect that is itself a manipulation m to
another p.cause()!'?, which is to be elaborated in the future.

B. Prediction, Planning, Causal Explanation

How is (causal) prediction to be understood in out frame-
work? As introduced at the beginning of this paper, it is about
telling a future state (F") on the basis of an earlier one (F£). It is
easy to see that our causal relation allows for doing that: If the
knowledge base includes e.g. t.cause(E, F') and E, regularity
allows for inferring F”s existence while manipulability allows
for inferring some of its quality values.

Planning (i.e. the question of what to do in order to yield
a certain result) is based on prediction, and our notion of
causality actually gives two interrelations: First, as given in
the introduction, if we have a range of initial sequences from
which we can predict their outcomes, we can choose the one
with the outcome we like best. This is a consequence of
regularity. But secondly, causal knowledge contains knowledge
about manipulation, which also helps achieving the desired
result.

Giving a causal explanation again uses the connection
between earlier causes and later effects, but this time, the effect
has already taken place and we look for an earlier situation that
is of a kind which results in the effect as it actually happened.
In our terms, you search for earlier processes/presentials that
have a causal connection to the actual effect.

Concerning explanation, there is another interesting conse-
quence of our approach:

C. Explanatory Power

The classical theory of explanatory power of generalizations
is given by Hempel/Oppenheim and their deductive nomologic
approach that — in short — connects the explanatory power of
generalizations to their expressing a law. (cf. [17]) If one takes
this theory of explanation for granted, our regularity require-
ment already accounts for “telling the cause” being useful as
an explanation. However, there is discussion about the deduc-
tive nomologic approach and recently, Woodward/Hitchcock

3¢f. the Woodward/Hitchcock “intervention” in II-D that allows for the
manipulation being causally related to the first relatum.
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[18] presented another theory on the explanatory power of
generalizations.

The problem is that there are generalizations that fulfill a
notion of lawfulness, like “All people in this room have black
hair”. But with regard to the question “Why does this person
have black hair?”, the answer “Because he/she is in this room”
is not very convincing.

Woodward/Hitchcock’s theory proposes the following: A
generalization has explanatory power if it provides answers to
a range of “what-if-things-had-been-different questions”. [18]

With regularity and especially manipulation at the core of
causality, we see that our notion of causality is well-suited to
answer these questions.

D. Scientific Research Practice

Natural science is the human enterprise to find causal rela-
tions. An adequate theory of causality should match scientific
research practice, which obviously is successful in discovering
causal connections.

We have already seen the connection between falsification
and the regularity requirement of our causation approach (cf.
section I). While physics, as an example, makes frequent use of
strict falsification, there are other branches of science that (due
to the complexity of the field) work in a different way. For
instance, testing hypotheses on the effects of drugs requires
another kind of experiment using fest and control groups. This
roughly means that there are two groups of patients that share
a disease, only one of them being treated with a certain drug.

How can this procedure be explained by our theory of
causality?

« Firstly, there is simple testing for regularity: Is recovery
statistically dependent on giving the drug?

o Secondly, if there is statistical dependency, the design

of the study has to make sure what made the difference
between the two groups. Then the manipulation condition
is at stake: What accounts for making the differences in
the cause must not be connected to the effect (except
by the route via the cause). The best example for not
fulfilling this condition is the placebo effect that connects
recovery directly to treatment without the drug being
involved.
Medical research has developed a vast variety of pro-
cedures (blinded, double blinded etc.) to avoid such
side-effects of the treatment, which fit our manipulation
condition perfectly.

E. Open Questions, Further Development

We believe that there are several fields in which our ap-
proach should be examined in more detail and we will collect
those loose ends here:

e First of all, there are the different extensions of the
causal relation that were introduced in this paper. We
think that their characteristics should be investigated
more thoroughly in order to give simple and systematic
instructions to the knowledge engineer on when to use
which.
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o A finer analysis of the manipulation condition is badly

needed. This would contribute to the philosophical dis-
cussion as well.

We believe our approach to cover physical causation, but
we are quite positive that the main ideas — regularity and
manipulation — are common to causation between other
entities as well (negative causation, which we did not
mention here, put aside), be it even in the disputed field
of psycho-physical causation. Obviously, the necessary
conditions would have to be adjusted to the kind of entity
that plays the role of presentials in the mental stratum,
but regularity and manipulability seem to be of crucial
importance to call something a cause at all.

Our approach aims at describing the features the relation
between cause and effect has to fulfil in order to justly be
called a “causal relation”. We did not address the problem
of which of the possibly numerous causes may be called
the cause and we tend to think that this is a psychological
question rather than an ontological one.

What we did not address, either, is the question of how
multiple causal relations to the same (effect-)presential
will turn out. We think they might be “summed up” like
forces in physics with the result following the strongest
cause, being a mixture of several effects, or not being
visible at all, in case the causes neutralize each other’s
effects.
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A Path to an Ontology of Organizations

Emanuele Bottazzi Roberta Ferrario

Abstract— This paper presents a preliminary proposal of an ontology ~ These central questions mainly concern the so called static
gf’fg?”izaéi:”iieb;issd Ofnot)?]fol(oD?s;”gtri]\;? ggtg'fogi’ f;rzl'z-g:%:]':t'lcs 6;22 aspects of organizations. Such questions are: Which kind of
firZ?,nfUr\:gamegntal andg.ineliminable E:Jillar on w);lich to bugijld a precise and relatlo_n does it hold between an organlz_atlon and its members?
rigourous enterprise modelling. An ontological analysis makes explicit the What is necessary for a certain agent in order for him/her to
social structure that underlies every organizational settings. In particular, be a member of an organization? Which is the relation holding
the paper tries to explain what are organizations, roles and norms, how payeen the roles in an organization and its normative layer? In
they are interrelated, what it means for a norm to be valid in an organiza- .. . .. .
tion and what it means for an agent to be affiliated to an organization. other words, what is important for this analysis is to isolate the
fundamental entities of the social/organizational domain and to
characterize the relations holding among them, taking them —in
some sense — for given, thus without considering their ofigin.

HE aim of this paper is to lay down the bases for an ontélong these lines, in this paper we will especially underline the
logical analysis of organizations. importance of norms in determining the nature of social entities

Obvious|y, there are many possib]e Ont0|ogies of organizﬁﬂd relations in the internal dimension (among members inside
tions, based on different theories of organizations; therefore, 4 organization and between organizations and their members)
analysis is biased in two senses: it is influenced by the phif@ther than in the external one (among different organizations).
sophical assumptions we take (relying on the literature and orAn ontological analysis of organizations is the first, funda-
our personal intuitions) and by the formal framework we use@ental and ineliminable pillar on which to build a precise and
which is itself based on other more general assumptions. N&g@ourous enterprise modelling. An ontological analysis makes
ertheless, this should not be regarded as a drawback of the gdplicit the social structure that underlies every organizational
posal, but rather as an ineliminable feature of all proposals %fttings.
this kind. The study carried out in this paper will rely @oLcE (De-

Many kinds of analysis can be and have been conductedS#iPtive Ontology for Linguistic and Cognitive Engineening
organizations, so it is important to understand what an ontolddl, an already existing foundational ontology that has been de-
ical analysis is and how it can be distinguished from other kin¥§loped at the Laboratory for Applied Ontology (LOA) of the
of analysis. Institute for Cognitive Sciences and Technology of the Italian

A first distinction that can be traced is relative to the focus &teseéarch National Council. _ . .
the analysis that can be either on dynamic or on static aspect8OLCE has proven very useful in adressing various problems
of organizations. Among analyses of the dynamics of orga@Pd the paper is part of a collection of works aimed at extending
zations we can further distinguish what can be called “geneB@LCEas to make it suitable for many distinct specific domains.
analyses” from “analyses of the actions”.

Generally speaking, genetic analyses have the purpose of an-
swering to questions like: How are organizations born? WhatAs already mentioned in the introduction, this work is part
happens when an organization is born? What is necessary inafra larger project aimed at extending theLCE ontology as
der for an organization to be born? What kind of relation do#s comprise also the social dimension. This effort has already
it entartain with its founders? These questions, although vdrgen started with the papers [2] and [3] and we will try to reuse
important, are not adressed by the ontological analysis we wantl integrate them in the present paper.
to pursue in the paper. The notions ofboLcE we will use in the paper are those of

On the other hand, important questions for an analysis of &sdurant, perdurant, time location, agentive social object and
tions are: How are collective actions performed? Which relaon agentive social object. Endurants and perdurants are two of
tions do they entertain with actions of the individuals who pathe most basic categories DbLCE; endurantsare entities that
ticipate to the collective one? Can organizations be considersgé in time, like me, my cat, an umbrella, a flower (so, roughly
agents of some kind? and, if this is the case, How can thggeaking, they correspond to the commonsensical notion of ob-
act in the world? Are they responsible for their actions? Whigct), while perdurantshappen in time (they can be assimilated
can or cannot they do? All these questions are in a way fje-the commonsensical events) and examples of them are con-
ripheral to the ontological analysis, but some of the answers darences, tennis matches, my sister’s wedding etc.
be indirectly inferred by the answers to the central ontological With respect tasocial objectgboth agentiveandnon agen-
guestions. tive), we can intuitively say that they are objects (endurants)

produced by communities, in the sense that they depend, for

I. INTRODUCTION

Il. BACKGROUND CONCEPTS

* Laboratory for Applied Ontology

Institute for Cognitive Sciences and Technologies 1 A further possible kind of analysis is the teleological one, namely the study
National Research Council of the relations that organizations have with their goals; this aspect is certainly
via Solteri 38 relevant from an ontological standpoint, but it will not be adressed in the present
1-38100 Trento work, due to the fact that it deserves a long and detailed inquiry, not possible in

Phone: +39 0461 436639, e-mébottazzi,ferrarig @loa-cnr.it the limited lenght of a paper.



10 A Path to an Ontology of Organizations

their existence, on intentional agents that conventionally cre&®undation, on the other hand, is the property that shows the
them and accept them. They can be divided in agentive or natational nature of roles; in fact, it states that “A concept
agentive on the basis of their possession of intentionality. BEs-founded if its definition involves (at least) another concept
amples of agentive social objects are legal person and customéddefinitional dependence) such that for each entity classified
while examples of non agentive social objects are a law otbg x, there is an entity classified hy which is external to it
currency. (generic existential dependence on external properties)” [2].
Starting from the notion of non agentive social object, [2] has Other two notions we want to use as backbones for our pro-
given the definition of some more specific notions, like that gosal have been presented in [3], where a very rich axiomatiza-
social concept, of descriptidrand of social role. tion that we will not present here is given; these are the notions
Social concepanddescriptionare two disjoint subcategoriesof collectives and collections.
of the category “non agentive social object” and they are con-Very generally, we can say thepllectivesare collections of
nected by adefinitionrelation. This should give the intuition intentional agentsCollections on their turn, are social objects
that social concepts are contextual in nature and descriptianat generically depend on their members (in the sense that they
are the context in which they are defined. In addition to whdepend on all of them, but not specifically on anyone of them),
already stated about non agentive social objects, we can say Buatdepend specifically on the roles played by their members
descriptions are always encoded in at least one physical supp@it; better, on the concepts that classify their members). This
they begin to exist when they are firstly encoded and continuert@ans that they also indirectly depend on descriptions.
exist until the last physical support in which they are encoded|n [3] many different kinds of collectives have been charac-
is destroyed and, finally, one and the same description cantbgzed, based on degrees of agreement, devisal, transparency,
expressed in many different ways and languages without losigihtrol and structure, but for the present purposes we can con-
its identity (provided its semantic content doesn't change).  sider an undifferentiated notion of collective, which is exem-
Another relevant feature characterizing social concepts is fiffied equally well by a group of people running all together
relation (called in [2]classification that these entertain with toward a shelter during a sudden tempest, by a group of fans
categories of the so called “ground ontology”, namely catperforming the “ola” at the stadium, and by the employees of
gories that are taken to be not contextual (in other words, ngf enterprise.
social). As an example, take the concept “crown of the king of A|| these notions are embedded in rich axiomatizations and
Spain”; in this very moment there’s probably a piece of precioysesented in detail in [1], [2] and [3] and for them we refer to
metal that is classified by this concept, but this relation is givgRpse papers. In the current analysis we are just interested in
by the fact that there’s a description (the one of the kingdom @§ing them as bases upon which to build a preliminary founda-

Spain) defining the concept of “crown of the king of Spain”. Wagnal analysis of the main entities and relations of an ontology
can notice that this concept doesn't necessarily classify alwayfSrganizations.

the same object, in fact probably 200 years ago another piece of
metal, possibly made up of a different precious metal, was clas-
sified by the very same concept. Moreover, it is possible that in
a certain moment a concept ceases to classify at all, for examSo far we have presented those notions that have already been
ple if Spain becomes a Republic, or like at the present momelealt with in papers written by people of our laboratory (LOA).
the “crown of the (actual) king of Italy”, which doesn't classifyin the following we’ll try to single out which are the main en-
anything. tities of an ontology of organizations, which are the connec-
In some sense, apparently the objects of the ground ontold@ns between these entities and the others previously presented,
— that we pretend to be acontextual — and the social objectwhich are the peculiar properties they acquire for the fact of be-
whose contextual nature is explicitly taken into considerationing embedded in an organizational setting and the relations they
belong to two different and heterogeneous domains but, in liagtertain with each other.
with [2], both for technical reasofand for pragmatic reasohs  The entities that populate the organizational settings are: or-
we put ground objects, social individuals and social conceptsgaizations themselves, the agents who are member of the or-
well at the same ontological level. So, intuitively, we can sayanization and who can act in it and sometimes for it, the roles
that social concepts are like properties, and thus treated as finst these agents play, other “organizational concepts”, namely
class citizens in our ontological framework. concepts that are expressly created for being used inside the or-
Social rolesare instead a subclass of social concepts, wiganizational setting and, finally, norms and descriptions; they
two additional features, that in [2] have been caledi-rigidity ~can define and constitute organizations themselves, they can de-
andfoundation Anti-rigidity expresses the fact that roles havéine the concepts used inside organizations and can regulate the
dynamic properties and it establishes that “for any time an entiyghavior of agents and organizations.
is classified under it [a concept], there exists a time at whichFor what concerns agents, a couple of works ([6] and [3])
the entity is present butot classified under the concept” [2].have been dedicated to the analysis of their features based on
their mental attitudes, plans and goals, but these are just prelim-
? A detailed axiomatization of descriptions is given in [4] and [5]. inary inquiries and they can be ignored for the sake of simplicity
> Once we give a formal account, this allows us to express both social ¢f-thjs work, since at this stage we are only interested in the ca-
cepts and ground objects in first order language (see [2]). - . . L
gability they have of acting on behalf of organizations, in virtue

4 People often put both these classes of objects in the same domain of - A -
course when engaged in a conversation. of some roles they play inside those organizations.

IIl. OUR BUILDING BLOCKS
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Something that is for sure of extreme interest for an ontolofact that organizations have a personality and identity of their
ical account of organizations is a study of the notion of colleown and thus they are agentive entities ([11], [12]), but they
tive intentionality and collective attitude in general: are theset in a very peculiar way, namely through the actions of some
the product or the sum of the individual attitudes of the ageragents who, in virtue of the roles they play, are delegated to act
composing the collective, or are these some kind of primitia their behaff. Not only this: their actions (the actions these
notions, that are not directly a consequence of these individaglents perform on their behalf) are of a particular form, that
attitudes? we can call “institutional”. The President doesn't hit a piece of

A last thing that is important to notice and that holds for awood with a stick on behalf of the organization he’s president of
these categories is that organizations, social roles and concéptdess this is a symbolic gesture with some further meaning),
and norms are all social objects and, hence, non physical ehtit he can very easily sign a contract on behalf of it. In other
ties. There have been many debates around the physical cteams, every act which is indirectly performed by an organiza-
acter of social objects and the literature presents a lot of cdion must be institutional.
troversial issues (see [7], [8] and [9]), but a couple of examplesThe third question has instead been answered by claiming
can illustrate why we decided to take the non physical stancea sort of “immortality” of organizations with respect to their

First of all, if a person is judged guilty of a serious crimemembers, in the sense that they preserve their identities through
(s)he can be arrested and imprisoned; conversely, it is not ptiee turnover of people occupying roles ([8], [13]) and positions
sible to put to jail a company, like FIAT. For roles the language it and they can even survive to the elimination of some of
is less clear, in the sense that at a first glance it seems pogsir constituent roles.
ble to arrest the President of FIAT, but in this case the police isOur hypothesis is that organizations are social individuals;
not really arresting the President, rather the person that in thiferently from social concepts and roles, they don't classify
specific moment is playing the role of President. particulars (like agents or physical objects). They are agents, so

Maybe a more evident example is that of hitting: while it ishey can create new norms, can play roles and can act by means
possible to hit a person, a building or a book, it sounds rathgfrsome member agents who play particular roles inside it.
odd to say that I've taken a stick and | have furiously hit an Differently said, using [3]'s terminology, they depute their
organization, a role, a concept or a rule. actions to some roles, which in turn classify individual agents,

o who are the ones that ultimately act.
.1 Organizations

Organizations are obviously the main subject of our analysig. Roles and Concepts

At least if we use the term with its classical meaning, they aregocial roles and social concepts have already been described
complex social entities that are created and sustained by hurgaf analyzed at length in [3] and especially in [2], but here
agent8. A bit more specifically, an organization is a compleye’ll mainly concentrate on those roles that classify intentional
entity linked to a group of people that are thus able to consfjgents and social concepts that classify non agentive physical
tute and regulate complex activities that otherwise could not ggjects (like inanimate things).

accomplished by non coordinated individuals. Starting from roles, we can sum up their main features in the

With respect to the ontological nature of organizations, Wgjiowing way. First of all, a role can be played by different

can say that the literature has developed mainly around theggities, at different times or even simultaneously; conversely,

fundamental questions: . . the same entity can play different roles, even simultaneously, so
« Are organizations social groups or different kinds of entihere's no necessary relation between a role and its player(s), so
ties? o o ] ~an entity can change role and also play the same role more than
« Are organizations agents? If this is the case, which kind ghce. Roles are intrinsically relational, in the sense that, at a
agents are they? o . ) definitional level, they depend on the definition of other roles;
« Do they keep their identity through time and changes?qefinition of a role cannot be given “in isolation” (let’s think
How? about the roles employer/employee, buyer/seller...). Finally,

With respect to the first question, in general in literature Ofrey are linked to some specific kinds of entities that provide
ganizations are considered as distinct from social groups, baggfjicit definitions for them; in the case of organizations, we
on the fact that normally social groups are thought of as setsigh think about these entities as norms and descriptions.
people connected by some kind of tie and conscious of this tiegjes are also attached to an unusual notion of agentivity:
On the other hand, at least intuitively, the word “organizationey cannot act themselves, but they classify entities (like inten-
recalls some organized structures where knowledge is heterqggig agents) who can dct
neously distributed, so that some members can be unaware Qf, [2] some relations between roles are also analyzed. For
the tie that links them to people they can even ignore the eXiSsiance, a role can specialize another role, as in the case of
tence of [10].

As for the second question, this constitutes the main subjectwe refer to the section on Agentive Figures of [3] for a deeper explanation
of the literature on organizations in legal and moral philosop the relations ofdeputingandacting for holding between organizations and

. . . and organizations and agents playing those roles respectively.
where it raises fundamental issues as personhOOd and resp %’gg_ometimes itis common to say that someone acted in a certain way because

bility of organizations. There’s a fairly wide agreement on thg)he was acting as the President of a certain organization. A possible way
to deal with such kinds of expressions is to introduce a new kind of entity in
5 Nowadays many researches in the Artificial Intelligence domain are focusbe ontology that we could catjua-entity Some discussions on this issue are
on the creation of “artificial agents’ societies”. presented in [2] and, more extensively, in [14].
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“Italian Prime Minister”, which is a specialization of the role  the organization, but they are distinguished by the fact that
“Prime Minister”: some agent is Prime Minister because in par- they are not “assertory” (you must do this and that), but are
ticular (s)he is Italian Prime Minister. More interesting for our  like suggestions. They are often used in organizations and

purposes is the relation that has been cakbepliirement it can they are very useféll
be required that an agent, in order to assume a role, must have
previously assumed another role. Again with Italian Prime Min- IV. BASIC RELATIONS

ister: in order to pla_y the role of ItaIian_Prime Minister, an agent After having presented the building blocks of our framework,
ne_eds to have prewous!y pla_y_ed (and in this case (s)he must Ei}\llﬁostart analyzing the relations that bind together these blocks.
stil p_Iay) the_ rolt_a of Itahgn cngn. _ __In this section we consider two basic relations for organizations,
_ This relation is very interesting because often in organizgs, \jidity relation and the representation relation. Before pro-
tions there is a precise hierarchy of roles and t_here is a k|nd\ﬁ> ing some intuitions about them, we must say that both re-
“forced path” to follow in order to reach a certain position anghiiong need to be specifically considered in the institutional
play a determllnate role. , i framework we are working on, and not in a wider sense. There-
Finally, the importance of the notion of social role or, morg, o “the validity relation has to be seen as an institutional re-
generally, of social concept in organizations is not only relevagisn, that holds between norms and organizations and not as a
for the case of agenFs, k_)Ut also for non ager)tllve object§._ Aﬁ)@ical notion. The same is true for the representation relation,
matter of fact, organizations have the capability of ascr'b'ngaarelation holding among agents, that has nothing to do with
certainstatusto certain objects: for instance, a piece of papfi nhotion of representation dealt with in philosophy of mind.
can acquire the status of pill or receipt because there’s an Org%ﬂbther remark is important: as we shall see, the validity re-
zation whose members, if some norms are respected, reCOgiUELR and the representation relation are respectively linked to
it as such. o . the commitment and the delegation relations. In a sense, we can
Here we come to the third important building block for aRay that these latter notions are “more fundamental” than the
ontology of organizations: descriptions and norms. former. They are not specific relations concerning only organi-
zational settings, but rather very basic relations that characterize
the whole social environment and are not limited to institutional
In our account, all norms are descriptions. So, in a seng@pects; surely they deserve a deeper and separate analysis.
they constitute the context inside of which both organizations
and their members are defined. A. Validity

This is in our opinion a very important part of the ontology What does it mean for a norm to be valid? There are well

of organizations that _has not yet be‘?” a_ddresse_d satlsfa_cto,g%wn problems related to the notion of validity in the literature
So, we start here an informal analysis with the aim of giving & w0 odern theory of law, and many different answers have
conceptual clarification of the issue as a starting point foraIaE%en given to them at Ieast’by [19], [20] and [18]. We do not

formal analysis. ; : : :
: . L . enter in these details here, following our goal to give a general
Following the literature (taking inspiration mainly from [15] g g g 9

) ) . f k f izations, but intuiti this basi
[16] and [17]), we have singled out three different kinds q{?&iv:c;re ggé)(;%zmza 'ons, but some Intuiitions on this basic

norms; the distinction is based on the different functions theyA - )
have. "As we state_d beforg, a (Comple>_<) descrlp'glon deflnes an orga-
i . L nization. In this description there is all that is required to spec-
1. Constitutive Normsthey have a d.ef”.“T‘g fun.ctlon. they; what the organization is, from its general purposes (making
create. new cpncepts, roles, S.Oc'al individuals; they cana ney or the revolution, for instance) to its concepts and roles
establ_|sh which are the re_quwements that an entity sho esident, CEO, comrade etc.), and to the deontic and technical
meet in order to be classified under a certain role or co orms that the players of some role defined in it must follow.

cept. : L )
2. Deontic Normsthey regulate the behavior of social enti- We believe that this is not enough. We need something more

ties: what they are allowed to do (directly or indirectl )than an abstract specification of what this social object (organi-
X y y y ZF]%tion) is: we need another relation between the description and

what they are obliged to do etc. They create constralq e organization. We will call this validity relation. We believe

:)en tlTIZtS: tzihggkoar\?i:)rlstﬁ;t(;rg:;]tlzarzagf.olbnsgf\:gch\J/Laerht?l&gat this notion of validity is linked with the dimension of so-

Izg determinate roles Ther?a are also deontic aspects Cglr%/I commitment, i.e. it is something that turns the description
play . : . e P nto a prescription for agents. When we consider the descrip-
nected with non agentive social concepts: for instance, the

. . . : .~ 1ion that defines the concepiangle, we are in no way “legall
possession of a certain object that has acquired a social piang y regaly

a- ” H H H
tus can testify the fact that the owner of that object has tﬁéemed by. this descrlptp n, 'and in the same way a theory that
simply defines an organization has no legal power for the agents

f(’g;?'jg'&%o;g prohibition to do something (think abmﬁ lated to it. Therefore, a description is valid when a particular

3. Technical .Norms they C_iescrllbe the correct procedure tos A last distinction that could be made about norms is based on their origin.
do something [18]. Their social status comes from the fagther norms are institutionally created by an authority and thus explicitly en-
that they are also created and accepted by communitie$esed on some physical support, or they can emerge from social practices. In

. . is latter case they can be respected and still remain implicit, or they can later
agents and, similarly as deontic norms, they also have

I . . oive in institutional, when their usefulness is recognized and someone in the
purpose of constraining the behavior of certain membersfanization decides to encode them.

.3 Descriptions and Norms
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social event occurs. This social event (take for instance a poisented role must classify the organization itself and the rep-

some official publication, a promise and so on) creates a socidentative role must classify at least another role defined by

commitment among the agents related to the organization. Tthie normative system of the organization, for example the role

relation is exactly what makes the difference between simpRresident”. The representative role must, for the aforemen-

descriptions and (systems of) norms: norms are those desclipred reasons, classify a role, like “President”, that, in turn,

tions that are valid within and for an organization. classifies only agentive physical objects. These can be seen as
With this relation of validity we can define also the relationsecessary conditions in order for the rappresentation relation to

of institutionalization and affiliation. Intuitively, “being institu- hold.

tionalized”, for a role or, more generally, for a concept means

to be embedded in the structure of the organization. Like the V. FORMAL CHARACTERIZATION

validity relation for norms, it is used to give a “legal status” |n this section we will provide a first draft of a formal char-
to concepts and roles that are used and structured in the okggerization in first order logic of the main notions and relations
nization. On the other hand, the relation of affiliation indicatgesented in the paper. In order to do that, we need to infor-
the conditions under which agents are member of organizatiopg|ly introduce some predicates DbLCE and to use some of

For instance, an individual that plays the role of researcher is ife axioms and formulas previously presented if.[2]
filiated to a University and his/her role is institutionalized in the The predicates asoLcE we will refer to are:

University. o ED(x) standing for % is an endurarit i.e., an entity
that iswholly present at any time it is present, e.g., a car,
Berlusconi, K2, a law, some gold.. .;

Another important relation that we take into account is the « P D(z) standing for % is a perdurant, i.e., an entity that is
representation relation. This relation holds between agents. As only partially present, in the sense that some of its temporal
we stated before, this relation is linked to the delegation relation. parts may be not present, e.g., reaching the summit of K2,

B. Representation

In Castelfranchi’s view [21]: a conference, eating, being open...;
[..] in delegation an agent A needs or likes an ac- « SOB(x) standing for % is a social object i.e., an en-
tion of another agent B and includes it in its own plan. durant that: (¢) is not directly located in space and, in
In other words, A is trying to achieve some of its goals general, has no direct spatial qualiti€s;) depends on a
through B’s behaviours or actions; thus A has the goal community of intentional agents, e.g., a law, an economic
that B performs a given action/behaviour. system...;

This important relation holds in many different social contexts « ASO(z) standing for % is an agentive social objéetti.e.,
and, among these, also in the institutional one, but it is not spe- a social object that has, in some sense, intentionality, e.g.,
cific of it. The relation that characterizes the institutional and the Italian Republic. .. ;
organizational contexts and is peculiar of them is the relation ofe NASO(z) standing for % is a non-agentive social ob-
representation. ject’, i.e., a social object that has no intentionality, e.g.,

In our remarks on the nature of organizations we pointed out a currency.. .;
their immateriality and their agentivity as fundamental proper- « T'L(z) standing for % is a temporal locatioh i.e., a tem-
ties, but then a problem arises: how can a non physical object poral interval or instant;
act? Partially following [22] and [11] we suppose that there is « PC(z,y,t) standing for the endurant: participates in the
one (or some) relevant agent(s) of the organization (for exam- perduranty at timet”, i.e., a person who participates in a
ple the founder) that gives the authority to one (or some) other discussion.
agent(s) to act on behalf of the organization. In this way any ac-The next step is that of taking the notions of concé&piV()
tion that has an ‘institutional meaning’ and is performed by thend description).S) together with some of the relations hold-
“delegate” agent could be seen as performed by the organiirer among them from [2].
tion itself. Therefore, in our view, the relevant agent(s) (i.e. the First we introduce restrictions on arguments for concepts and
founder of the organization) must have established in the ndescriptions:
matlvg system of the 'organlzauon this capability of the agents (KAL) DS(z)— NASO(z)
of acting on behalf of it.

This could be done, in our framework, by means of the rep- (KA2) CN(z) — NASO(x)

) : . . (KA3) DS(z) —-~CN(x)

resentation relation. Generally speaking, the representation re-
lation is a delegation relation that holds between agents that ar&@hen, we reuse some of the main axioms, modified as for
classified by two roles: theepresentativeand therepresented including in the formalization the notion of social individual
role. Differently from the delegation relation, if the represent&$7) that in [2] was only informally introduced:
tion relation holds, the delegant cannot perform him/herself the
action that (s)he wants or needs the delegate to do. The case ofAl) SI(z) = ASO(x)
organizations is clearly one of these. Organizations, as immaA social individual is an agentive social object; examples of
terial entities, cannot act without a physical agent who acts fawcial individuals are the MILAN football club and the Italian

them.
Theref ization h £ t tati 9 From a notational standpoint, axioms, definitions and theorems imported
ererore, any organization has at least a representative %ﬁl [2] can be distinguished from the ones that are originally introduced in the

and a represented role defined in its normative system. The rggper by the fact that they are preceded by &etter.
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Presidency. (A7) VAL(z,y) — SI(y) A DF(y, z) A 32z(SEV(2) A
(KA4) US(z.9) — (CN(x) A DS(y)) Peln 0N PCY = 0)

This axiom is an argument restriction on th& relation, Here we mtrpduce anew pr|m|t.|ve.>, Va“d'tWAL). and (A7) .

(ﬁﬁ(_plalns that, in order for a description to be valid for a social

individual, a necessary condition is the occurrence of a social

rp-_ : s S
tion. We want to apply this axiom also to social individualse[%/em in which both the social individual and the description

thus we modify it in this way: Participatd".
(A2) US(z,y) — ((CN(z)V SI()) A DS()) (D1) INST(z,y) = CN(z) A 32(VAL(z,y) AUS(x,2))

So, theUS relation holds also between social individuals an (D1) defines the relation, cgllgd |_n_st|tut|onal|zat|dh|$T),
descriptions. etween a concept and a social individual when such a concept

is used by a description that is valid for the social individual.
(KAS5) DF(z,y) — US(z,y)

(A8) RL(x) — CN(x)
This states that the definitioPF) relation is a specialization

of the use (IS) relation and that concepts and social individuals In[2] a precise dgf!n|t|on of r_olesHL) Is given, to which we
are defined by descriptions. refer. Here it is sufficient to point that roles are concepts.

’ INST(z,y))
This axiom states that every concepts must be defined by a i ) .
least a description. Even in this case, we want to apply the(Dz) defines the relation, called affiliatioAEF), between an

axiom also to social individuals: ggen_t _and a social in_div?du_al_ ina c_ertain time interval. An ag(_ant
is affiliated to a social individual iff (s)he plays a role that is
(A3) (CN(xz)V SI(x)) — Jy(DF(z,y)) institutionalized for the social individual.
(KT1) DF(z,y) — (CN(z) ADS(y)) (A9) ORG(z) — JyAFF(y,z,t)
Thus, the theorem above is no more valid and the theoremyjith this machinery we can say that a necessary condition for
below follows from (A2) and (KA5): a social individual to be an organizatioR RG) is the existence
(T1) DF(z,y) — ((CN(z)V SI(x)) A DS(y)) of at least one agent who is affiliated to it.

From (A9), (D1) and (A7), it follows:
Finally, in the following we will use the notion of classifica-

tion (CF), that we will also import. (A10) ORG(z) — SI(x)

(KA1l) CF(z,y,t) — (ED(x) A\CN(y) NTL(t)) all organizations are social individuals.
, ) . This is only a preliminary characterization, in order to have a
Now, some new notions are introduced. First of all, for the, 5| definition of organizations as described above, we need
sake of simplicity, we introduce the predicate Agedti), that 1, characterize the representati®EP) relation just described.
is the union of the categories dfPO andAS0: Thanks to theREP relation, (A10) and (A9) could be replaced

(Ad) AG(x) — (APO(x)V ASO(z)) by the following definition:

We introduce the notion of social everf V), which is a ORG(z) £ 3y, z(AFF(y,x,t) AREP(z,x))

particular kind of perdurant: In order to illustrate our main entities and relations, let us

(A5) SEV(x) — PD(x) consider an example (illustrated in figure 1) in the context of
our formal framework. The individual Carlo Azeglio Ciampi is
classified by the role President of Italy. This role and the orga-
(A6) SEV (z) — Ty, 2(AG(y) A SOB(z) APC(y, z,t) A nization Itfilign State are defined by the Itglian ConstitL_Jtign, 'Fhat
PC(z,2,1)) is a description. Moreover, the role President of Italy is institu-
tionalized by the Italian state and, because of this, Ciampi (as
(AB) tries to capture the intuition that a social event is g@gdividual) is affiliated to the Italian State. Finally, the Italian
event in which participate both (at least) an agent and a soq@nstitution itself is valid for the Italian State.

object. For instance, a social event, like a poll, involves agents, figyre 1, as in [2], the following conventions are assumed:
and social objects like parties and ballots. We have decided to = . ; oo o

; X . L . « universals (predicates) are represented in italics, with first
use a single variable for time for simplicity, thus assuming that

agents and social objects participate both for the whole duration ¢ aplt_al Ietter_; . _
of the evert® « individuals (instances) are represented in type with small

letters;

A further characterization of social event is the following:

10 We are aware of the fact that this is not obvious, but it shouldn’t be too
difficult to distinguish the time of participation of the agent and the time of par-'* The intuition underlying this definition of validity is that during a social
ticipation of the social object and to characterize the relations holding betwesrent, a link is established between an institution and the description and norms
these two time periods. that define it, thus all these elements must participate to the social event.
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APO RL DS ORG
A A A A
li—of li—of li—of li—of
. cR ! pr . | pr !
ciampi — — — > president — ~ -~ >it.const. < — — — it.state
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~ ~ _ _ -
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Fig. 1. Main relations and entities illustrated by the Ciampi example.

« relations between individuals are represented by dashedttet emerge in applications and try to give a theory that deals
beled arrows: satisfactorily with these problems, while we try to reach first a
a— Z.y standsforR(a,b); “clean” theoretical account and then we try to apply it to con-

« the “instance-of” relation between a particular and a ur§rete scenarios.
versal is labell j—of.
ersalis [abelled by —of VIl. FUTURE WORK
VI. RELATED WORKS This paper is meant to be a prosecution of some previous
¢ K h K h orks on the social dimension of the ontologpLcCE and is
As faras We Know, there are n_ot SO many wor _sont € ont_ ainly an attempt to present the basic entities and relations of
ogy of organizations. Those available can be divided accord% domain of organizations, which is included in the social

to the different perspective they take. realm. As a further step, we want to improve this preliminary

Most of the philosophical studies on organizations conCefyrk in four directions, starting from the two just sketched re-
trate on ethical issues, like moral personhood and responsibi|iyi ;s

([23]) and very few of them have a formal flavor. Animportant 1 ag a first move, we'll try to clearly link the notion of rap-
exception is the account given by Raimo Tuomela. His analysis esentation with the notion gfua-individual As shown in

of organizations in [17] is part of a wider project about insti-  [14] if a classification relation holds between a role and
tutional reality, strongly based on the analysis of the notion of 5, endurant, a third entity “arises”: a qua-individual. As
collective intentionality, joint actions and social practices. an example, take the situation in which Ciampi, an agen-

The notion of normative system is also analyzed but, differ-  tive physical object, is the President of the Italian Repub-
ently from our paper, this is done by looking at the dynam- |ic je. is classified by this role. For the whole time
ics, trying to understand — for instance — which actions are the span in which this relation holds an entity, a qua-individual
agents in the organization allowed or not allowed to do. (namely, Ciampiqua-President-of-ltaly exists. In [14]

On the other hand, in computer science some works on the we hold that qua-individuals actually participate in events.
ontology of organizations can be found, like [24], [25], [26],  Following the example, the Italian constitution — i.e. the
[27], [28], even though most of them are really works of enter-  normative system of the Italian State — states that “the pres-
prise modeling. If we consider enterprises as a special kind of jdent may dissolve one or both chambers after having con-
organizations, these works can be seen as more specifically ori- sulted their speakers”. Therefore, when Ciampi dissolves
ented than ours, which is instead more “top-level”. As a conse- the chambersjua-President-of-Italyit is natural to hold
quence of this specificity, they mainly focus on workflow, activ-  that it is the qua-individual Ciamgjua-President-of-Italy
ities, time-constrained processes and all those elements relative who performs the action. But the qua-individual performs
to the dynamics of organizations, thus resulting in ontologies of  the action also as a rapresentative of the Italian State, so
action. there is a sense in which it is the Italian State that dissolves

Another relevant difference of all these approaches with re- the chambers. If so, how many individuals participate in
spect to ours is that their scope is much wider, in the sense this action? Who is, ultimately, the agent which performs
that they try to be global in considering not only structural the action? Which are the relations between these entities?
aspects, but also teleological aspects, interaction patterns, and Representation and qua-individuals seem to be somehow
many more primitive entities. On the other hand, even if most linked, so we have to inquire the nature of this link.
of them represent in their frameworks some of the relations tha2. A second possible improvement is to link the affiliation
we have concentrated on in the paper (like institutionalization, with the representation relation. In order to understand this
affiliation etc.), they treat them as “black boxes”, while we try ~ complex link, we need to make a comparison between the
to “look inside the boxes”. In our opinion this is something that  acting forrelation (between agents and organizations) and
has to be done in order to better understand what these basic the membershipelation (between agents and collections)
relations are and to be able to build upon them. developed in [3] with our affiliation and representation re-

Probably the main reason of these differences is to be im- lations. Moreover, we need to investigate if the elements
puted to the fact that often these works move from the needs we have considered in the paper are enough in order to de-
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fine this relation. [3]

3. Thirdly, organizations are composed by human agents, but

also by pluralities of non agentive entities. So, as me
tioned in section Il, the notions of collection and collective
are central.

In [3] collections are considered to be social objects thag;
(generically) depend on their members; consider, for in-
stance, a collection of books in a library, suppose the Colé]
lection of books of the Library of Congress, which remains
the same entity even if some books are lost and others ac-
quired over time. If we consider the Library of Congressm
as an organization, we could call the collection of its books
as one of its “resources” (aside with others, like its furni{8l
ture, buildings and so on). We could also say that for fftb]
collection, in order to be a resource for an organization, i
must have at least one role defined in the normative systéii
of the organization itself. Let’s then recall the main differp ;
ence between collections and collectives: members of the
latter are agents. So, similarly, we could consider the sté&ff!
of the Library of Congress as a collection where the rolef:@]
that characterize it are defined in the normative system of
the Library. (14]
The idea is that we can consider the notions of resources
and staff of an organization as a specialization of the no-
tions of collection and collective and thus try to reuse sonfleS]
of the analyses already done for these two latter notions.

4. Finally, in this paper we have tried to investigate soni&l]

features of organizations by considering them in isolation.
This was done just for simplicity reasons and we are weily]
aware of the fact that a complete account would require
an analysis of multiple organizations interacting in a wid
environment. A special case would be that of organizations
that are embedded in other, bigger, organizations. As &Al
example, consider the relation between a University, sypqy
pose the University of Trento and one of its Departments,
for instance the Philosophy Department. We could say that
the latter is “contained” in the former, but what does it
mean? What is required for this relation to hold? What
happens to the normative systems of both these social in-
dividuals? Must there be some special roles defined intg,
their normative systems? [23]

These are some of the questions that are left unansweregjn
this paper, but that can help to enhance the understanding of organisation ontology for enterprise modelling,” Simulating Organiza-
what is the ontological nature of organizations.

[25]
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Abstract For human beings to understand what individual
things in reality mean they need to know what pegso
The main purpose of an enterprise ontology is to the things are intended for, by whom, when, andreshe

promote the common understanding between peopld'oW they are related to other things and envirotmen
across different enterprises. It serves also as ahow they have been emerged, created, and/or evolved

communication medium between peop|e and when and Where, etc. Shortly, they need to knowtbo

applications, and between different applicationisT ~ contexts where the things appear, have appeared,
paper outlines a top-level ontology, called theteasr ~ and/or are to be appeared, and also about thesthing
based enterprise ontology, which aims to promoee th related to them in those contexts. Considering this
understanding of the nature, purposes and mearsfigs understandable that context plays an important irole
things in enterprises with providing basic concefois ~ Many disciplines, such as in formal logic, knowledg
conceiving, structuring and representing thingshirit ~ representation and reasoning, machine learning,
contexts and/or as contexts. The ontology is based Pragmatics, computational linguistics, sociolingies

the contextual approach according to which a contex Organizational theory, sociology, and cognitive
involves seven domains: purpose, actor, actioneatbj  Psychology. In most of these fields, the notioused,
facility, location, and time. The concepts in the in particular, to specify, interpret, and infer mews
ontology are defined in English and presented itame Of things through the knowledge about the contexts
models in a UML-based ontology engineering they appear.

language. In the recent years a number of enterprise and
business ontologies and frameworks (e.g. [8], [38],
1. Introduction [25], [9]) have been proposed. Some of them are

generic, whereas the others are aimed at specific
business fields (e.g. UNSPC, NAICS, and OntoWeb for
e-commerce). In addition, there are several eriserpr
modeling languages (e.g. IEM, EEML,
GRAI/Actigrams). The main purpose of an enterprise
ontology is to promote the common understanding
between people across different enterprises. keser

Numerous applications are run in enterprises to
provide information for, and to enable communicatio
between, various stakeholders, inside and outdide t
organization. Currently, an increasingly large fmort
of enterprise knowledge is hold, processed and

distributed by applications. Enterprise knowledge i T .
“local knowledge” by its nature, in that its meagiand also as a communication medium between people and

representation is agreed in relatively small, local 2PPlications, and between different applications.

contexts. A prerequisite for the successful use ofTak'ng mtohaccpunt the S|gn|f|t(_:ance_ttr:1_at th? s’rga_of
applications is, however, that the common Meanings has in communication within enterprises as

understanding about that knowledge is reached andWeII as experiences got f“’”? t_he_ use_o_f context n
maintained across the enterprise(s). Especially in C2PUring meanings in other_ d|s<_:|p_l|nes, IS sispg
modern inter- and intra-organizational applicatioims how |gn_0red a contextual view is in current entepr
need to support the understanding of shared kna@eled ontologlgs._ We propose that. the semantic and
is crucial [2]. This implies that besides technical pragmatic interoperability of appllcatlohg In epeses
interoperability, the enterprises are facing witke t should be advanced by the more explicit use ofexant

challenge of achieving semantic and pragmatic and othe.r cqntex.tual concepts in enterprise oniedog
interoperability among the applications Our aim in this study is to present a context-based

enterprise ontology. It is a top-level ontology J11
which provides a unified view of the enterpriseass
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aggregate of contexts. This ontology can be speedl
into task ontologies or domain ontologies to meet
special needs of the enterprise, but still maitgin
connections of the specialized things to their erist
The concepts in the context-based enterprise agptolo
are defined in English and presented in meta mddels
a UML-based ontology representation language. The
UML language has been adopted as the basis beitause
has a very large and rapidly expanding user
community, it is supported by widely adopted
engineering tools, and there are positive expeggnc
from the use of UML in presenting ontologies (5,
[39]). We apply a subset of the concepts of thesla
diagram.

The article is structured as follows. In Sectiow@
will define the notion of context and the contextua
approach, and describe the overall structure of the
context-based enterprise ontology. In Section 3wille
define the contextual concepts of the ontology and
present them in meta models. We will end with the
summary and conclusions.

2. Context and Contextual Approach

Based on a large literature review about the notion
of context in several disciplines, we conclude that
contextis a whole, composed of things connected to
one another with contextual relationships. A thgeds
its meaning through the relationships it has whb t
other things in that context.

To define a proper set of contextual concepts we

A Context-Based Enterprise Ontology

Enterprise

i

Context

Inter-context
relationship

Purpose

Location

Facility

Object

Figure 1. An overall structure of the context-
based enterprise ontology

performing functions in a defined organizational
structure, for agreed purposes, and responding to
events, both internal and external, and needs of
stakeholders. The contexts can be decomposed into
more elementary contexts, and they are relateché o
another with inter-context relationships.

An ontology is an explicit specification of a
conceptualization of some part of reality that is o
interest [10]. Thecontext-based enterprise ontologgy
an ontology which aims to promote the understanding
of the nature, purposes, and meanings of the thimgs

draw upon relevant theories about meanings. Based 0 the enterprise with providing concepts and conssruc
three topmost layers in the semiotic ladder [36& W for conceiving, structuring, and representing tking
identify semantics (e.g. case grammar [7]), pra@rsat \yithin contexts, and/or as contexts. The ontology i
[22], and the activity theory [6], respectively, intended to assist the acquisition, representatio
such theories. In semantics, context appears as gnanipulation of enterprise knowledge via the priovis
sentence context, In pragmatics as a conversationyf 4 consistent core of basic concepts and corstruc
context, and in the activity theory as an actiontegt. In the next section we will first define the cortiesd

) Anchorefj on this groundwork and some gomains and the most essential concepts within them
contextual” approaches (e.g. [35], [31], [27]), We pye to the limitation of space, the location anueti
define seven domains, which serve concepts foryomains are excluded. In addition, we will shortly

specifying and interprgting contextual phenomer}a. present relationships between the domains.
These contextual domains are: purpose, actor,mactio

object, facility, location, and time (Figure 1).
Structuring the concepts within and between these
domains is guided by the following scheme, callesl t
seven S’s schem&or Some purpose Somebodydoes
Somethingfor Someonewith Some meansSometimes
andSomewhere

We define thecontextual approachto be the
approach according to which individual things agers
to play certain contextual roles in a context anttdde
contexts themselves. Following this approach, we
define arenterpriseto be an aggregate of contexts that
are composed of people, information and technosggie

3. Contextual Domains

3.1 Purpose Domain

The purpose domairembraces all those concepts
and constructs that refer to goals, motives, @nitibns
of someone or something (Figure 2). The concems ar
also used to express reasons for which somethiistsex
or is done, made, used, etc. We yseposeas the
general term in this domain.
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A goal (of e.g. an actor or action) means a desired expresses reasons, or rationale, for decisionstams

state of affairs ([25], [19]). It can also be reldtto an
object, a facility, a location or a time (systemganing
the purpose, which they are aimed atreasonis a
basis or cause for some action, fact, event efy. [¢
can be a requirement, a problem, a strength/weaknes
or an opportunity/a threat. Between a goal anchaae
there is thedueTo relationshipmeaning that a reason
gives an explanation, a justification or a basis fo
setting a goal.

towards the goals [30]. The problems are commonly
divided into  structured, semi-structured and
unstructured problems [33Btructured problemsare
those that are routine, and can be solved usimglatd
solution techniquesSemi-structuredand unstructured
problemsdo not usually fit a standard mold, and are
generally solved by examining different scenararsl
asking “what if” type questions.

Other expressions for the reasons, of not so ctancre

We can specialize the goals based on their lifespankind, are strengths, weaknesses, opportunities and

Strategic goalsare kinds of missions, answering
questions such as “What is the direction of an
enterprise in the future”. Their spans are gene@h-

10 years.Tactic goalsshow how to attain strategic
goals. Operative goalsare generally determined as
concrete requirements that are to be fulfilled by a
specified point of time. The goals can also be
categorized based on whether it is possible tondefi
clear-cut criteria for the assessment of the foifiint of
goals.Hard goalshave pre-specified criteria, arsoft
goalshave not [23].

o |
A\

Opportunity/Threath

[E—

Problem [;QTD

Structured

influgr

Reason

i
|

Functional ‘

refingment

Strategic #ﬂn mefit

‘ -

‘ Soft

Operational

Semi-structured

Unstructured

Non-functional

Figure 2. Purpose domain

Requirementsmean something that are necessary
and needed. They are statements about the fut8fe [2
Actually, the goals and the requirements are twessi

threats related to something for which goals atdce
SWOT-analysis, e.g. [16]Strengthmeans something
in which one is good, something that is regardedras
advantage and thus increasing the possibilitiegaia
something betteMVeaknessneans something in which
one is poor, something that could or should be
improved or avoidedOpportunity is a situation or
condition favorable for attainment of a goal [40].
Threat is a situation or condition that is a risk for
attainment of a goal.

A general goal is refined into more concrete ones.
The refinement relationship between the goals
establishes goal hierarchies, in which a goal can b
reached when the goals below it (so-called subsyoal
in the hierarchy are fulfilled (cf. [18]). Thiafluence
relationship indicates that the achievement of a goal
has some influence, positive or negative, on the
achievement of another goal (cf. [25], [18]).

As the goals and the requirements are two sides of
coin, the relationships between the requiremenés ar
similar to those between the goals. Consequently, a
requirement can influence on another requiremeart, a
a requirement can be a refinement of another
requirement. The relationships between the problems
manifest causality. TheausalTo relationshifpetween
two problems means that the appearance of one
problem is at least a partial reason for the oenae of
the other problem.

3.2 Actor Domain

of a coin: some of the stated requirements can be The actor domainconsists of all those concepts and

accepted to be goals to which actors want to cormnit
functional requirementan be achieved by performing
a sequence of operations [20]. Aon-functional
requirement is defined in terms of constraints, to
qualify the functional requirement related to it.

Instead of directly referring to a desirable state,

constructs that refer to human and active parta in
context (Figure 3). Actors perform, own, communégat
borrow, send, receive etc. objects in the conteMigy

are responsible for and/or responsive to triggeand
causing changes in the states of objects in theesam
context, or in other contexts. We consider it intant,

purpose can also be expressed through an indirecf’om the philosophical viewpoint, to distinguishrhan

reference to problems that should be solvegragblem
is the distance or a mismatch between the pregailin
state and the state reflected by the goal [15]reah
the goal, the distance should be eliminated oeastl

actors from non-human actors, which are here regard
as tools (see Section 3.5).

An actoris a human actor or an administrative actor.
A human actoris an individual person or a group of

reduced. Associating the problems to the goals Persons. Apersonis a human being, characterized by
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Figure 3. Actor domain

his/her desires, intentions, social relationshipad
behavior patterns conditioned by his/her culturg (c
[3], [29]). A person may be a member of none or
severalgroups.An administrative actor is positionor
a set of positions. Avositionis a post of employment
occupied byzero or many human actorgor each
position, specific qualifications in terms of skill
demands on education and experience, etc.
specified.

An organizational role shortly a role, is a collection
of responsibilities, stipulated in an operational o

A Context-Based Enterprise Ontology

can be autonomous or cooperative. They can mean
highly abstract work like studies in mathematiasab

the other extreme, physical execution of a stegthp-
procedure with detailed routines.

There are a large number of action structures, lwhic
an action is a part of. We distinguish between the
decomposition structure, the control structure, the
temporal structure and the management — execution
(Mgmt-Exec) structure.

In the decomposition structuregctions are divided
into sub-actions, these further into sub-sub-astietc.
Sub-actions may be functions, activities, tasks,
operations, etc. Decomposition aims at reaching the
level of elementary actions, where it is not pdssir
necessary to further decompose. Toatrol structure
indicates the way in which the actions are logjcall
related to each other and the order in which theyta
be executed. The control structures are: sequence,
selection, and iteration. Theequence relationship
between two actions gctand act means that after

areselecting the action gcthe action agtis next to be

selected. Theselection relationshipmeans that after
selecting the action acthere is a set of alternative
actions agt.., act from which one action (or a certain

structural manner. In the former case, a role is numper Qf actions) is to be selegted. Tltma_tion
composed of tasks that a human actor occupying therelationship means that after selecting the action, act

position with that role has to perform. In thedattase,
a role is charged with responsibilities for somgeots.

the same action is selected once more. The saleistio
repeated until the stated conditions become trire T

A role can be played by many persons, through ortemporal structurds like the control structure but with

without the position(s) they hold.

The supervision relationshifnvolves two positions
in which one is a supervisor to another that isedah
subordinate. A supervisor position has respongibili

and authority to make decisions upon the positions

subordinate to it, and those occupying the subatdin
positions have responsibility for reporting on ane’

work and results to those occupying the supervisor

position.

An organizationis an administrative arrangement or
structure established for some purposes, manitestin
the division of labor into actions and the coortima
of actions to accomplish the work. It can be peramin
and formal, established with immutable regulations,
procedures and rules. Or it may be temporally get u
like a project organization, for specific and oftgort-
range purposes. Aorganizational unitis composed of
positions with the established supervision releiops.

An organization consists of organizational units.

3.3 Action Domain

The action domaincomprises all those concepts and
constructs that refer to deeds or events in a gbnte
(Figure 4).We useaction as the generic concept to
refer to things belonging to the action domain.idws

temporal conditions and events.

Sequence str Selection str

Control str

-
Staffing
1

Controlling

Iteration str Disjoint str Overlapping str

Parallel str ‘

Mgmt-Exec str

Process

1t

Execution

gon
Condition
Ein
Work procedure F—{ Rule ‘
-

Figure 4. Action domain

The temporal structures are specified using tenhpora
constructs, such as during, starts, finishes, kefor
overlaps, meets, and equal. Constructs are used to
specify relationships between starting and/or emdin
events, or between durations of actions. With these
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constructs, overlapping, parallel, disjoint (nomagiel) ’_—_|59ml_mma‘
and overlapping executions of actions can be

I

Object *

distinguished. Two actions asaid to beoverlappingif
the durations of their executions overlap. Theoasti
are (strictly)parallel if the durations are equal or the
duration of one action is included in the duratidrihe

other action. Two actions are said todigjoint if their |
durations do not overlap.

va
. Informational object<l

Material object

The management — execution structisecomposed SpporES ‘f o wp;o,
of one or more management actions and those
execution actions that implement prescriptions ’—‘—‘ ’—‘—‘
provided by the management actions (e.g. [26],,[41] DESCX"M P'm;pm"
[ [ \

[14]). Management actionsmean the planning, [
organizing, staffing, directing and controllingf psserion ‘ ’ prediton ‘ ’ pran ‘ ’ rule ‘
execution actions, in order to ensure the achienewie
goals and constraints (cf. [4], [34], [37]). Therpose
of execution actiongs to implement the prescriptions
with the given resources. . o .

The action structures are orthogonal to one another.ObJeCtS .Of special interest are in the form of data
This makes it easy to specialize the defined sirest information. We call thgmllngl_.usth pbjeqts and
and extend them with new ones, e.g. with the conceptual obj_ectsnespe_ctlvely. Linguistic objects can
dichotomy of material and social actions (cf. sfeec beformal, s_emrformabrmformal. e
acts [32]). The action structures are enforcedubgst . Infgrmat|onal QbJeCtS can be cIa_ssmed based en th
A rule is a principle or regulation governing a conduct, Intentions by which they are provided and used. (e.g

action, procedure, arrangement, etc [40]. It is posed [36], _ [32]' [21]). I_nfprmatlonal .Ob.leCtS _can be
of four parts [12], event, condition, thenActiomda descr|p_t|v_e or prescriptive. A descr_lptlve opjamjled
elseAction. structured in the ECAA structure. éwent adescription,is a representation of information about a
is an instantaneous happening in the context, with slice _Of_ re@"ty- A_n informational Obje.Ct can be
duration. Aconditionis a prerequisite for triggering an gescr!pt!ve in h.Vﬁ”OUS Wayi‘ Arassertlpn IS a h
action. AthenActionis an action that is done when the e§cr|gt|on, whic asserts t at a cehrtaln state d as
event occurs and if the condition is true. dleeAction existed or exists, or a certain event has occuae

is an action that is done when the event occurghaut ~ OCCU'S: A predict_ion is a despription of a future
condition is not true. An aggregate of related sule possible world with the assertion that the courfe o

constitutes awork procedure (cf. [14]), which events in the actual world will eventually leadthis

prescribes how the course of action should proceed.State _(C_f' [2_1])' A prescrip_tive object, caIIe_d a
Depending on the knowledge of, and a variety of, prescription, is a representation of the established

actions, work procedures may be defined at differen practice_or an authoritative regulation for actitiis
levels of detail [13]. An instance of an action ds |nform§1t|_0n th"?‘t says what must or ought to be ddne
process prescription with at least two parts ((E or C) ajdof

the ECAA structure is calledrale. A prescription with
34 Object Domain neither an event part nor a condition part is dabte

' command. A plan is a description about what is
intended. It can also be regarded as a kind of
prediction, which is augmented with intentions of
action. It is assumed that the future possible dvorl
described in the plan would not normally come out,
except for the intended actions (cf. [21]).

An object is often produced gradually through
several iterations. TheersionOf relationshipholds
between two objects oband obj, if properties of, and
experience from, the object gbjpave influenced the
creation of another object ghintended for the same
purposes (cf. [17]). We may also have several copie
from an object. TheopyOf relationshigholds between
two objects, the original object and a copy object,

Command

Figure 5. Object domain

The object domaincontains all those concepts and
constructs that refer to something, which an actson
directed to (Figure 5). It can be a message, astagi
an argumentation, a list of problems, a progranecad
workstation, etc. In general, an object can be a
conception in a human mind, data represented iresom
carrier, or physical material (cf. the semioticnes).
We useobject as the generic term to signify any
concept in the object domain.

Based on the nature of the objects we can
distinguish between material objects and infornratio
objects.Material objectsdo not carry or present any
information, whereamformational objectslo. For us,
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which are exactly, or to an acceptable extent,lamni
The supports relationshignvolves two informational
objects, ohj and obj, such that the information
“carried” by the object objis needed to produce the
object obj. ThepredAbstract relationshipetween two

A Context-Based Enterprise Ontology

diminishes. Thus, a resource is a thing, about hwtiie
main concern is how much it is available (cf. [24].

There are a great number of relationships between
the concepts within the facility domain, represempti
e.g. functional and structural connections. We ictans

informational objects means that one object is moreonly some of them. For being operative and useful,
abstract that the other object in terms of predicat tools should be compatibl&wo tools areeompatibleif
abstraction and both of the objects signify the esam their

thing(s) in reality. Thesignifies relationshiglefines the
conceptual meaning of a linguistic object in terafis
UoD constructs, which the object signifies. THeD
constructmeans any conceptual construct. TaetOf

interfaces are structurally and functionally
interoperable. Tools are composed of one or more
components that develop through consecutamsions

Only some versions of a component are compatible
with certain versions of the other components. A

relationshipmeans that an object is composed of two configuration is a whole that is composed of the

or more other objects.

3.5 Facility Domain

The facility domaincontains all those concepts and

constructs that refer to the means by which somgthi

components of compatible versions.
3.6. Inter-Domain Relationships

Until now we have defined only those contextual
relationships which associate concepts within traes

can be accomplished, i.e. something, which makes arcontextual domain. There is, however, a large $et o

action possible, more efficient or effective (Figus).
We distinguish between two kinds &dcilities, tools
and resources.

Facility

Z% Computerized
Resource ili Tool

B LT L

configured
1

Energy

Computer aided

Manual

Manpower

Configuration

*
1.* ’—lz
versionOf S
Component
*

compatibility

Money

Figure 6. Facility domain

A tool is a thing that is designed, built, installed, etc

to serve in a specific action affording a conveoen
efficiency or effectiveness. A tool may be a simaiel
concrete instrument held in hand and used for rautti
or hitting. Or, it may be a highly complicated cautgr
system supporting an engineer in his/her contrglin
nuclear power station. Tools can tmanual, computer
aided, or computerizedA resourceis a kind of source

contextual relationships that relate concepts fifedint
domains. For example, an actor carries out an ractio
an object is an input to an action, and a facilgy
situated in a location. We call thedster-domain
relationships.Figure 7 presents an overview of inter-
domain relationships. The space is divided intoerev
sub-areas corresponding to the seven contextual
domains. In each of the sub-areas we present the
concerned generic concepts to be related withrtfes-i
domain relationships. It goes beyond the space
available to define the relationships here.
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Human Position
actor
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Action
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signifies
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Figure 7. Overview of inter-domain relation-

of supply, support, or aid. It can be money, engrgy ships
capital, goods, manpower, etc. [1]. The resources a

not interesting in terms of pieces, but ratherimts of |, aqgition to the binary inter-domain relationship
amount. When a resource is used, it is consumetl, anhere are multiple n-ary relationships. With these,

when consuming, the amount of the resource ggether with composing binary inter-domain
relationships, it is possible to specify things the
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Abstract establish a common vocabulary to software
organizations talk about software processes, ar&l wa

Nowadays, several process quality models and developed as an extension of the software process
standards, such as ISO/IEC 12207 and CMMI, are ontology presented in [5]. It can be used as an
used to guide software organizations in their safav  interlingua to map concepts from different models a
process improvement efforts. But unfortunately, the Standards, helping software organizations to usenth
vocabulary used by those models and by softwarelointly. To show how this can be done, an initial
organizations is  diverse. This leads to Mapping between the software process ontology and
misunderstanding and problems related to the jgintl the concepts used in ISO/IEC 12207, ISO/IEC 15504,
use of different process quality models. In thipgrza ~ CMMI and RUP is also presented.
we present a software process ontology, which &ms This paper is organized as follows: Section 2
establish a common vocabulary to software discusses briefly software processes and ontologies
organizations talk about software processes. A Section 3 presents the software process ontology
mapping between the concepts presented in thedeveloped. Section 4 presents a mapping between the
ontology and the concepts of some of these stasdardOntology and the concepts of some process quality
is also done in order to help software organizasida standards. Section 5 discusses related works, and,
use those standards in their software process finally, in section 6, we report our conclusions.
improvement efforts.

2. Softwar e Process and Ontologies

1. Introduction According to Fuggetta [6], a software process can
be defined as a coherent set of policies, organizat
Developing quality software is a challenge to Structures, technologies, procedures, and artifdets
software organizations. Since the quality of awafe  are needed to conceive, develop, deploy, and niainta
product depends heavily on the quality of the safev @ software product. A process should be defined
process used to develop it, software organizaties considering: the activities to be accomplished, the
more and more investing in improving their software required resources, the input and output artifatts,
processes. In this context, several process qualityddopted procedures (methods, techniques, templates
standards, methodologies, and maturity models, asch and so on) and the life cycle model to be used.
ISO/IEC 12207 [1], ISO/IEC 15504 [2], RUP [3] and To be effective and to lead to good quality
CMMI [4], are used to guide software organizations Products, a software process should be adequakte to
efforts towards quality software processes. application domain and to the specific projectlitse
But unfortunately, the vocabulary used by those Thus, processes should be defined considering aever
models and by software organizations is diversés Th features, such as the type of software being dpeelo
leads to misunderstanding and problems relatetigo t the paradigm adopted, the application domain, team
jointly use of different standards. To deal witesa  features, and so on.
problems, we developed a software process ontology But, although different projects require processes
that is presented in this paper. This ontology aions with specific features, it is possible to estabbsket of
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software process assets that should be present in a
project processes. This set of process assetliad ea

Establishing a Common Vocabulary for Helping
Software Organizations to Understand Software Rsese

ISO/IEC 12207 [1] provides a comprehensive set of
life cycle processes, activities and tasks forvearfe.

organization’s standard software process. Thus, anlts Process Reference Model provides definitions of

organizational standard process encompasses
essential process assets (activities, artifacsnurees,
procedures) that should be incorporated to allsoft
processes of the organization. Ideally, this preces
should be defined considering international stagslar
such as CMMI and ISO/IEC 12207.

th@rocesses described in terms of process purpose and

outcomes, together with an architecture describing
relationships between the processes. It sets aut th
activities and tasks required to implement the high
level life cycle processes to achieve desirable
capability for acquirers, suppliers, developers,

This approach can be extended to deal with severalmaintainers and operators of systems containing

levels of standard processes. That is, the orgtoned

software. Three life cycle process categories are

standard software process can be specialized toconsidered: Organizational, Primary and Supporting.

consider some class of software type (such as
information system), paradigms (for example, object

oriented paradigm) or specific application domains,
giving rise to standard specialized processes.

During process specialization, process assets&an b
added or modified, according to the context of the
specialization (software type, paradigm or appiicat
domain). Process specialization can be done
recursively. For example, the organizational stathda
process can be specialized to derive a standambgso
for object-oriented development, which, in turnn dee
specialized for developing object-oriented web
applications.

The project’s defined software process is developed
by tailoring the organization's standard software
process or one of its specialized standard prosdsse
fit the specific characteristics of the project. ribg
process tailoring, particularities of the projentideam
features, among others, should be considered. it th
moment, the life cycle model to be followed shobél
defined, and new activities, as well as consumedi an
produced artifacts, required resources and proesdur
can be added to the project’s process.

Successful organizations continuously improve
their processes, and systematic process improveisent
more effective and efficient if it is done guided b

The process model does not represent a particular
process implementation approach nor does it ptescri
a life cycle model, methodology or technique. ladte
the reference model is intended to be tailored by a
organization based on its business needs and
application domain.

CMMI [4] [7] is structured in terms of process asea
(PAs), which consist of related practices that
collectively satisfy a set of goals. A generic goal
describes the institutionalization required to eevhia
capability (continuous representation) or maturity
(staged representation) level. Each generic goal is
associated with a set of generic practices thatrites
activities required for institutionalizing processa a
particular PA. Each PA still contains specific goahd
specific practices, which describe activities impot
to achieve the specific goals.

The Rational Unified Process (RUP) [3] is
represented using four primary modeling elements:
workers, activities, artifacts and workflows. A Wwer
is a role an individual or a group of individualgys in
a project. An activity of a specific worker is aituof
work that an individual in that role may be asked t
perform. Activities produce artifacts and can bekien
into steps. An artifact is a piece of informatidvatt is
produced, modified, or used by a process, and ean b

process quality models and standards. The purpbse ocomposed of other artifacts. Artifacts are usethpst

most standards is to help software organizations
achieve excellence by following the processes and
activities adopted by the most successful orgaiozst

But it is not easy to select suitable standardger@lare
many choices, with a large overlap between them.
Several times, it is worthwhile for a software
organization to use or implement more than one
standard at the same time. In this situation, hiager

to implement them simultaneously. Such an approach

by workers to perform an activity and are the resul
output of such activities. Finally, a workflow is a
sequence of activities that produces a result of
observable value. These four primary elements
represent the backbone of the RUP static strucBue.
other elements are added to make the process #asier
understand and use. These additional elements are:
guidelines — rules, techniques, recommendations, or
heuristics that describes how to perform an agtivita

enables process engineers to capitalize on thestep; templates — “models” of artifacts, such as a
commonalties between the standards and use theemplate for the project plan; tool mentors — spleci

strengths of one standard to offset the weaknesses
the other [7]. But in this case, vocabulary proldem
arose. Let’s take a look at some of these standards

guidelines showing how to perform an activity step
using a specific software tool; and concepts that a
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introduced in separate sections of the processllysu In the requirement specification phase, SABIO uses
attached to a core workflow. competency questions to establish the competence of

In ISO/IEC 15504 [2], process is defined as a $et o the ontology. During ontology capture, a graphical
interrelated or interacting activities which traorshs language for expressing ontologies is used toifaisl
inputs into outputs. Analogous to CMMI and ISO/IEC the communication between ontology engineers and
12207, standard processes are defined as the set axperts. In its current version, SABIO proposesube
definitions of the basic processes that guide all of an UML profile for ontologies [11]. This UML
processes in an organization. These process dafinit  profile uses some UML’s model elements playing the
cover the fundamental process elements (and theirsame role of the elements of LINGO, the original
relationships to each other) that must be incotedra language proposed [10]. l.e., these UML’s model
into the defined processes that are implemented inelements are applied using the same semantics @dpos
projects across the organization. A tailored preées by the corresponding elements in LINGO, for which
defined process developed by tailoring a standardthere were some axioms defined. For instance, the
process definition. A work product is an artifact axioms (AE1) to (AE4) in Figure 1 are imposed bg th
associated with the execution of the process. whole-part relation, and are assumed to be incatpdr

There are a large number of process standards, eacto the ontology whenever the aggregation notatibn o
one using a slightly different terminology, somedgn  UML is used. Figure 1 shows a summary of the UML
with different meaning for the same term, as wesm  profile for expressing ontologies and some of the
analyzing the terms and definitions of the four axioms imposed for the corresponding notation. When
standards previously presented. Thus, we need tocany of these notations are used, the corresponding
establish a common understanding of what is aaxioms (said epistemological axioms) are supposed t
software process, and which are its main assets. Tdbe incorporated, and then they do not need to be
achieve it, we advocate the use of ontologies. written down.

An ontology is a representation vocabulary, often
specialized to some domain or subject matter. More
precisely, it is not the vocabulary as such thatlifies
as an ontology, but the conceptualizations that the
terms in the vocabulary are intended to capture.
Ontologies are quintessentially content theories,
because their main contribution is to identify sfiec
classes of objects and relations that exist in some
domain [8]. Ontologies are used to describe ontoldg
commitments for a set of agents (humans and saftwar
applications), that is, agreements to use a shared
vocabulary in a coherent manner, so that they can
communicate about a domain of discourse.

An ontology, as an engineering artifact, is
constituted by a vocabulary used to describe aicert
reality, plus a set of explicit assumptions (formal
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Axioms:
Whole-part:

(AE1) Ox - partOf(x,x)

(AE2) Ox,y partOf(y,x) -« wholeOf(x,y)
(AE3) Ox,y partOf(y,x) - = partOf(x,y)
(AE4) Ox,y,z partOf(z,y)d partOf(y,x) - partOf(z,x)
Sub-type-of:

(AED5) (Ox,y,z) (subTypeOf(x,\)subTypeOf(y,z)»
subTypeOf(x,z))

(AE6) (Ox,y) (subTypeOf(x,y}> superTypeOf(y,x))

axioms) regarding the intended meaning of the o exqusive (XOR):

vocabulary words. This set of assumptions has lysual (AE7) (JaC2) ([Cb) (bJC3)IR2(a,b))-
the form of a first-order logical theory, where - ((CcOC4)R3(a,c)))

vocabulary words appear as unary or binary preglicat  (AE8) (aC2)((k) (cIC4)IR3(a,c)) -
names, respectively called concepts and relati@ns [ - (((bOC3)OR2(a,b)))

As any software engineering artifact, ontologies
must be developed following software engineering
practices. To build the software process ontolagy, ) _
used SABIO ($stematic _Aproach for _Rilding _A grap_hlcal ) modgl, even qs;omated
Ontologies) that encompasses the following actisitie epistemological axioms, is useful, but it is nobegh
[5, 10]: purpose identification and requirement o completely_ captu_re an ontology. Other axioms,
specification, ontology capture, ontology formaiaa, called ontological axioms [10], should be providad

integration of existing ontologies, ontology evdioa, order_to fix the s_emantlcs of the t_er_ms, and tal:dsi_h
and documentation. domain constraints. For formalizing those axioms,

SABIO suggests the use of first order logics.

Figure 1. UML’s Profile and its Axioms.

to
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Finally, for ontology evaluation, SABIO suggests
checking the ontology against its competency
guestions, and to verify some quality criteria tlasse
proposed by Gruber [12].

3. A Softwar e Process Ontology

Analyzing the elements involved in software proesss
we can notice that it is a complex domain for biniyd

an ontology. As a basic premise, it is essentifditow

an approach focusing on minimum ontological
commitment. Based on that approach, the ontology
should describe only general aspects, valid for any
process, with only their essential assets. Inclydin
many details in an ontology can make it too specifi
and thus less reusable.

However, even considering the minimum
ontological commitment criterion, this domain idl st
extremely complex. Therefore, it was necessary to
apply a decomposition mechanism allowing building
the ontology in parts. The adopted strategy was to
define sub-domains of the software process domain,
and build sub-ontologies for each sub-domain. Once

Establishing a Common Vocabulary for Helping
Software Organizations to Understand Software Rsese

CQ1How can a process be decomposed?
CQ2Which are the assets that compose a software
process?
CQ3Which are the inputs and outputs of a process?
CQ4How can a process be classified?
CQ5Which is the abstraction level of a process?
CQ6How can a process be tailored?
CQ7How do processes interact?
CQ8How are the activities of a project’s software
process organized?
To treat these competency questions, some aspects
should be taken into account:
Process Decomposition and Interaction (CQ1
and CQ7);
Process Definition (CQ2 and CQ3);
Process Type and Abstraction Level (CQ4 to
CQe6);
Project Process Life Cycle Model (CQ8).
Following, each one of the aspects listed above are
discussed and the corresponding models and axioms
presented.

3.1. Process Decomposition

defined the basic ontologies, these were used in an

integrated way to establish a more complete
conceptualization about software processes.

Figure 2 shows the software process ontology and
its three sub-ontologies: activity ontology, resmur
ontology and procedure ontology.

Resource
Ontology

Software Process

Activity
Ontology

Ontology

1

Procedure
Ontology

— >

N

<

N v

Figure 2. Software Process Ontology and its
sub-ontologies.

The software process ontology was originally
published in [5]. However, the software processaare
evolved in the last years, and we needed to eubige
ontology, capturing and defining new concepts
relations and constraints. The ontologies for safew
activities, procedures and resources were not reokif
but only the software process ontology has changed.
Thus in this paper we only present the reviewed
software process ontology.

Some of the competency questions considered in
this new version of the software process ontology
includes:

A process is defined to establish a systematic
approach for developing software, and it can be
decomposed into activities or other processesedall
sub-processes. For example, according to ISO 12207,
the software process can be decomposed into pexess
for acquisition, supply, development, operation and
maintenance, among others. The development process
can be further decomposed into other sub-processes,
such as requirements engineering process, and.so on
The requirements engineering process, in turn,bzan
decomposed into activites such as requirement
elicitation, analysis and negotiation, modeling,
documentation, evaluation, and management. A& iti
can also be decomposed into sub-activities, asrsiow
Figure 3.

— ’ {XOR}
0..* () +superProcess
0..* <<Concept>> <<iocr:i(i/ietpt>>
L—— Software Process <K>————— = Y
(from Activity Ontology)
+subProcess 1% 0.* &

0..*
+superActivity

interaction

+subActivity

Figure 3. Process decomposition and
interaction.
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A super-process is the one that is composed by An activity is a transformational action that can
other processes. It cannot be executed directbugir produce artifacts. To be performed, an activityuress
activities, as shown by the constraint {XOR} in the resources, adopts procedures and consumes artlfacts
model. A sub-process is a software process thata similar way, we can say that a software process h
composes a larger process, its super-process. inputs and outputs. Its inputs and outputs arectlyre

Only to illustrate the epistemological axioms related to its activities’ inputs and outputs. Tisaif an
instantiation, the constraint {XOR} in the model of activity al, part of a software process requires as
Figure 3 imposes the following axioms, derived from input an artifacts, and there isn't another activig2,
axioms (AE7) and (AES8) in Figure 1. part of the same proceps that produces this artifact,

thensis said an input gp.
(p1) (Up2) subProcess(p2,pl) ((—/Ja) partOf
(a, pl)) [ (p, al, s) partOf (al, p)input(s, al)~/
(Lpl) ((Fa) partOf (a, pl))- ((-Lp2) ((=Ja2) partOf(a2, pYJoutput (s, a2))- input (s, p)
subProcess(p2,pl)
Concerning outputs, we can say that the outpués of

Finally, a software process can interact with other process correspond to the outputs of their acwiti
processes. This interaction can be in several ways,
among them: a process can precede the execution of7(p, al,s) partOf (al,p)/output (s,al)- output(s,p)
other, two processes can be executed in paralie, o

process can be executed in a specific moment during In an analogous Manner, a SUper-process has its
the execution of another process. inputs and outputs defined through the inputs and

outputs of its sub-process, as described by the
3.2. Process Definition following axioms:
[J(pl,p2,s) subProcess (p2,pTputput (s, p2)Y7/

As discussed above, a process is composed by sub-((_‘ [in3) subProcess (p3, pIJinput(s, p3))- input

processes or activities. During process definition,

several other process assets should be defined. For (s, p1)
each activity of the software process, we shoufihde [7(p1,p2,s) (subProcess(p2,pdputput(s, p2)—
its sub-activities, pre-activities, input and outpu output (s, pl)

artifacts, required resources (humans, software and

hardware) and the procedures (methods, techniques .

etc) to be followed when performing the activity. 3-3- ProcessTypeand Abstraction Level

Figure 4 presents the process assets involved in o -

software process definition. As shown in Figure 5, processes can be classified i
The major part of this model corresponds to the Process categories. For example, if an organization

activity ontology presented in [5]. Since in thigper ~ follows the ISO/IEC 12207 classification, the

we are focusing only on the evolution of the sofava ~ Categories could be primary processes, supporting

process ontology, we will discuss only those aspect Processes, and organization processes. Furthermore,

related to this review. processes are in different levels of abstraction. A
<<Concept> star_1da_rd process refers _ to_ a gene_ric process
Procedure institutionalized in an organization, establishioasic
(from Procedure Ontology)

requirements for processes to be performed in that
organization. A project process refers to the pssce

o.,*‘

{XOR} adoption +subActivity ) . i 3 i
iy defined for a specific project, considering the
routprocess P7__o.+ / pr particularities of that project.
Ci s . .
Software process ey *posActivity Software processes (standard or project processes)
Lo 0 0 can be defined tailoring a standard process. When a

0r [07 \rprenctivy standqrd process is _tailoring anothe_r §tandarde|smc
<<Concept>> | 0.* +output| 1..* the tailored process is called a specialized psycaEsd
o e <<Concept>> every process assets defined in the standard @roces
rom Resource Ontology) .. Artifact o
+input |rom Actvity Ontology) become part of the specialized process. But neatsass

can also be included, to deal with features ofexific
Figure 4. Process definition. software type, paradigm or application domain.
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[13] can be described also by only one arrangement,

<<Concept>> <<Concept>> but in this case it is an iterative arrangemenhe®tife
Software Type | | Process Category Ap;;;i’ig%egﬁam cycle models, like the recursive / parallel modsd][or
o o the incremental model, can be described as several

arrangements of activities, some of them sequential

<<Concept>> some iterative. Thus, all life cycle models can be
Paradigm mapped as hybrid (sequential and iterative)

arrangement of macro-activities. This way, a lijele

model defines a set of macro-activities (or phates)

a development process should present and the ofder

execution in the form of arrangements, as shown in

0..% 0..* 0.*

0..*
tailoring 0.*

<<Concept>> formit
Software Process | -€oNormity

0..* 0..*
0..*

0..% Z>

interaction [ ‘

<<Concept>>
Project Process

<<Concept>>
— Standard Process

o o figure 6.
establishment implementation <<Concept>> 1x 0.* <<i%r::inipt>>
‘ 1 # Software Process H(from Activity O):nology)
<<Concept>> <<Concept>> e
Organization Project A 1
0..*
Figure 5. Process Types and Abstraction zg%’;i;f;j
Levels. type
. . . . order
When a project process is defined by tailoring a
standard process, it is composed by all the standar 1+
process assets, and new assets can be included 1
considering the project characteristics, such as <<Concept>> | q_« 1| <<Concept>>
complexity, size, and team experience, among athers Project Process \— o | Life Cycle Model

It is worthwhile to point that the interaction ) - -
between processes must occur at the same level ofi9ure 6. Project Process and Life Cycle
abstraction. l.e. a standard process can interalgt o Models.

with other standard process and a project procass ¢ Since the starting point for defining project

interact only with other project process.

(standardProcess (pl)ystandardProcess (p2)y
(projectProcess (pl)/projectProcess (p2))

Ap1,p2) (interaction (pl1,p2)

3.4. Project Process Life Cycle Model

The project process definition starts with the choi

processes is the life cycle model adopted, theéalinit
project process’ structure must correspond to ¢hef
macro-activities that compose the life cycle model.
That is, if a project procegsadopts as a reference the
life cycle modelm, then each activity that is part of
an arrangemertt of the life cycle modeain must also be
part ofp.

Ap, m, ¢, a, n) (reference (p,M)partOf (c,m)/

of a life cycle model to be used as reference.f@ i

partOf (a, c)) - partOf (a, p))

cycle model structures the project activities iragds
(or macro-activities), establishing an approach for
organizing those macro-activities. Looking for thain

life cycle models described in the literature, vanc
notice that macro-activities are grouped in
arrangements that follow two basic strategies: secg
and iteration. In sequential arrangements, the gshas

4. Mapping Standards to the Ontology

Once defined the software process ontology, it is
worthwhile to map the structure of the standards in
the concepts of the ontology. It is worthwhile tin
are just accomplished once, returning to the previo (hat some standards, such as ISO 9001:2000 and
phase only for correcting possible problems detecte CMMI. are not software specific. But our mapping is
In iterative arrangements, a set of phases isfocusmg only on software orgamzatlons_ and,_thms,
accomplished several times, according to some!00ked for those standards using only this persyect

: o Table 1 shows a preliminary mapping between the
established criterion.
vocabulary used by ISO/IEC 12207, ISO 9001:2000

The waterfall life cycle model (or linear sequehtia
model) [13], for instance, can be described anglesi and ISO/IEC 15504 and the concepts of the ontology
o presented in this paper.

sequential arrangement of all phases. The spiralein
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Table 1. ISO x Software Process Ontology

1SO

Softwar e Process Ontology

Process

Software Process

Standard Process

Standard Process

Tailored Process

Project Process

Work Product

Artifact

Activity / Task

Activity

Process Category

Process Category

Process

Software Process

Life Cycle Model

Life Cycle Model

Table 2 shows a preliminary mapping between the
vocabulary used by CMMI and the concepts of the

ontology presented

in this paper.

Table 2. CMMI x Software Process Ontology

CMMI

Softwar e Process Ontology

Process

Software Process

Standard Process

Standard Process

Defined Process (0

r Project Process

Project's Defined

Process)

Work Product Artifact

Practice Activity

Process Area Software Process
Project Project

Life Cycle Model

Life Cycle Model
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Software Process Engineering Metamodel (SPEM)
[14], which is used to describe a concrete software
development process or a family of related software
development processes.

Like our ontological approach, SPEM intends to
define the minimal set of process modeling elements
necessary to describe any software development
process, without adding specific models or constsai
for any specific area.

At the core of SPEM is the idea that a software
development process is a collaboration between
abstract active entities call@docess roleshat perform
operations calledactivities on concrete, tangible
entities calledvork products

SPEM follows an object-oriented approach for
modeling a family of related software processed,itm
specification is structured as a UML profile, and
provides a complete MOF-based metamodel.

In our point of view, the main problem of SPEM is
exactly this approach. Several non intuitive comeep
are used to define concepts related to softwareegs
Abstract concepts, such as Model Element, Package,
Work Definition and Process Performer, are not
intuitive for process engineers. In fact, they ased
only because an object-oriented approach, focugsed o
inheritance, is applied. If we look for the coneret
classes in SPEM, we can find a great correspondence
with our ontology, as we can notice in Table 4.sThi
table shows the mapping of some concepts of SPEM

Finally, Table 3 shows a preliminary mapping into concepts of the Software Process Ontology.
between the vocabulary used by RUP and the concepts

of the software process ontology.

Table 3. RUP x Software Process Ontology

Table 4. SPEM x Software Process Ontology

RUP

Softwar e Process Ontology

Process / Workflow

Software Process

Process Framewor

Standard Process

Worker Human Resource
Artifact Artifact

Activity / Step Activity

Guideline / Tool| Procedure

Mentor / Template

SPEM Softwar e Process Ontology
Process Role Human Resource / Team
Work Product Artifact
Activity / Step Activity
Guidance Procedure
Categorizes Process Category
Dependency
Process Software Process
Life Cycle Life Cycle Model

5. Related Work

It is worthwhile to point that, although we use an
UML profile as a modeling language for expressing
ontologies, we do not follow an approach like SPEM.

There are several works exploring the mapping In our case, we defined an UML profile using

which

between standards. Mustafelija and Stromberg pf], f stereotypes to capture our meta-ontology,
example, maps 1SO 9001:2000 sections to CMMI and includes concepts such as Concept, Relation, Proper
vice versa. These mappings, however, are baseldeon t and so on [11]. We are not using UML’s meta-model
content of the standards, and not on their strastun as basis for defining our software process ontglagy
fact, there are very few works dealing with thelpemn SPEM does.

of establishing a common understanding about softwa

processes. The most important of them is the OMG’s
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6. Conclusions and Future Work [2] ISO/IEC 15504:2003Information Technology — Process
Assessment.

Nowadavs. software process improvement is bein [3] P. Kruchten, The Rational Unified Process: An
YS, P P 9 Introduction Addison Wesley, 1998.

_considered es_s_ential to software organizat_ionsi\zmrv [4] M.B. Chrissis, M. Konrad, S. Shrur@MMI: Guidelines

in a competitive market. But systematic Process for Process Integration and Product Improvement
improvement is achieved only if it is done guided b Addison Wesley, 2003.

process quality models and standards. Several titnes [5] Falbo, R.A., Menezes, C.S., Rocha, A.R.R. At8ymtic

is important to use more than one standard, sothieat Approach for Building Ontologie®roceedings of the 6th
strengths of one standard can be used to offset the Ibero-American Conference on Atrtificial Intelligexmc
weaknesses in the other, and vice versa. But & thi Lisbon, Portugal, Lecture Notes in Computer Science
case, we face problems related to the vocabulased vol. 1484, 1998.

. [6] A. Fuggetta, “Software Process: A Roadmap”, In
by the different standards. Generally, each stahdar Proceedings of The Future of Software Engineering

uses its own terminology, adopting different tertos (ICSE’2000) Limerick, Ireland, 2000, 25-34.
designate the same meaning. To overcome thisj7] B. Mutafelija, H. Stromberg,Systematic Process
problem, we need to establish a common  Improvement Using ISO 9001:2000 and CMMtrtech

conceptualization about software processes, angl thu  House, 2003.
ontologies can be useful. Thus, in this paper, we [8] Chandrasekaran, B., Josephson, J.R., Benjarri,
presented an ontology of software process thahegfi What Are Ontologies, and Why Do We Need Them?
the main concepts, relations, properties and caingsr IEEE Intelligent Systemdanuary/February 1999.
involved in this complex domain. Also, a prelimipar [l Gl_Ja”nO’ N. Formal Ontology and Information &yss.

. . In: Formal Ontologies in Information System$\.
mapping between the concepts in the ontology aed th

. Guarino (Ed.), 10S Press, 1998.
concepts used by some of the most important stdadar [10; Falbo, R. A. Experiences in Using a Method for

was done. We hope that this mapping can be used by Building Domain Ontologies. InProc. of the 16th
software organizations to better understand the International Conference on Software Engineeringl an
commonalties and differences between the various Knowledge Engineering, International Workshop on
standards. Ontology In ActionBanff, Canada, 2004.

As future work, we are planning to do a more [11] Mian, P.G., Falbo, R.A. Supporting Ontology
complete mapping between these standards, using our Development with ODEd,Journal of the Brazilian

. . . . \ Computer Sciengevol. 9, no. 2, November 2003, 57-76.
ont(:logiy aftﬁn Intetrllné:]u%. A mflpplng fC?nSIde”hg t [12] Gruber, T. Towards principles for the desighf o
contents of those standards 1S also usetul. ontologies used for knowledge sharinigternational

Finally, we are working on a process infrastructure  joumal of Human-Computer Studie8(5/6), 1995.
for ODE [15], a Process-Centered Software [13] R.S. PressmarSoftware Engineering: A Practitioner's
Engineering Environment that is developed based on  Approach 6th Edition, McGraw Hill, 2004.
our ontology and that can be configurable for ushrey [14] OMG, Software Process Engineering Metamodel
most adequate vocabulary, given by the choice of a  SpecificationVersion 1.1, January 2005.
standard that a software organization commits ®EO  [15] R.A. Falbo, F. B. Ruy, R. Dal Mortlsing Ontologies
is developed following a systematic approach for 10 Add Semantics to a Software Engineering
deriving Object models from 0nt0|ogieS, and the Environment. In: Proc. of the 17th International
ontology presented in this paper is used to dettiee Con_feren_ce on S_oftwgre Engineering and Knowledge
core classes of process control in ODE, suppotting Engineering Taipei, China, 2005.
integration and interoperability in it.
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Abstract

This paper aims firstly to clarify between the two
concepts of mapping and transformation in Model
Driven Architecture (MDA) where a real lack of
consensus exists on their definitions. For this
clarification, we have been inspired from the tiaids

implement them on different platforms via Platform
Specific Models (PSMs). A platform can be any
technology that supports the execution of theseefsod
either directly or after translation to code. Fbist
vision to become reality, software development gool
need to automate the many tasks of model congtructi
and transformation. Thus, since the emergence of
MDA, numerous techniques have been proposed for

of databases and ontologies where the two conceptéranSforming models at different levels of absimatg.

have been studied for a long time. Secondly pjser

However, most of these works state in an obvious

aims to propose a new approach and architecture for manner the lack of consensus on the definitionhef t

the process of transformation in MDA, in which the
transformation definition is generated automatigall
from a mapping specification. Thus, in our approach
the transformation process of a Platform Independen
Model (PIM) into a Platform Specific Model (PSM)
can be structured in two stages: mapping speciboat
and transformation definition. From a conceptual
point of view, the explicit distinction between piag
specification and transformation definition remaiims
agreement with the MDA philosophy, i.e. the
separation of concerns. Moreover, a mapping
specification could be associated with different
transformation definitions, where each transforroati
definition is based on a giving transformation
definition metamodel (language).

1 Introduction

The main motivation behind Model Driven
Architecture (MDA) [1] is to transfer the focus wbrk
from programming to modeling by treating models as
the primary artifacts of development. MDA has a
potential to increase development productivity and
quality by describing important aspects of a soluti
with  more human-friendly abstractions and by
generating common application fragments with
templates. The most important aspect of the MDA
approach is the explicit identification of Platform
Independent Models (PIMs) and the flexibility to

two main concepts of mapping and transformation
involved into the whole process of transformation i
MDA. In this paper, we present in the first part a
clarification of the concepts of mapping and
transformation in the context of MDA, inspiring byo
main fields: Database systems and Ontologies, where
these two concepts have been studied for long time.
Thanks to this clarification, we propose in a seton
part a new architecture of a transformation system
based on the four levels metamodeling architeobdire
MDA. In this new architecture, mapping and
transformation are explicitly distinguished andetiger
involved in the whole process of transformation in
MDA. Mappings are considered as first class emtitie
defined by a model, which conforms to a metamodlel o
mapping. Transformation definition (transformation
model) is generated automatically from a mapping
model in our approach and is executed by a
transformation engine, which takes a source moag| a
produces a target model. A transformation definiti®
based on a transformation metamodel, which is an
abstract definition of a transformation languagehsas
ATL [8] used in our different experiments.

This paper is structured as follows: section 2
introduces the MDA approach and presents the most
common scenario of transformation in MDA, which is
compatible with MOF/QVT RFP [2]. Section 3 shows
the lack of consensus around the concepts of mgppin
and transformation. Section 4 clarify the two cqise
inspired from database and ontology’s fields and
introduce our approach and architecture for thelevho
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process of transformation in MDA. Finally, sectibn 2.1
concludes our work and presents some final remarks.

Model Driven Architecture (MDA)

MDA is a particular variant of a new global trend
called Model Driven Engineering (MDE). MDA is
based on an architecture with four meta-layers [3]:
metametamodel, metamodel, model and information

At the beginning of this century, software (I-€-&nimplementation of its model).
engineering needs to handle software systems that
become larger and more complex than before. The , _ ; .
object-oriented and component technology Seema_rchltecture of MDA with the_relatlonshlps be_tween
insufficient to provide satisfactory solutions wpgort  different levels of models. In this approach, etking

the development and maintenance of these systems. TIS @ model or a model element. In level MO, a real
adapt to this new context, software engineering hasSYS€Mm isrepresentedBya model in level M1, and a
applied an old paradigm, i.e. models, but with & ne model in level M1conformsToa metamodel in level

approach, i.e. Model Driven Architecture. M2. _ We . will discuss these two very important
relationships of MDA later.

self describem PIM

2 MDA: Overview and Transformation
process

Figure la presents the basic metamodeling

M3 MOF MMM
/ —
conformsTo conformsTo contormsto PSM (2)
PSM (1) PSM (3)
M2 | JavaMM UML MM CWM MM Relational-DB EDOC-CCA Web Service
conformsTo conformsTo
A UML An other UML
M1 model m: model m:
- \4
fepfese”tedB/V/ representedBy System Code System Code System Code
A particular An other particular ORACLE/SQL CORBA/CCV J2EEJWSDH

MO use of m. use of m.

Figure 1a. Architecture with four Meta-layers Figure 1b. MDA: Primary Idea

In level M3, a metametamodel is a well-formedvery important remark concerning the two relatiopsh
specification for creating metamodels such as tleaM “representedBy”and“conformsTo”. It is very important
Object Facility (MOF), a standard from OMG. Inédv to distinguish these new relationships from the old
M2, a metamodel is a well-formed specification forrelations of “instanceOf” and“inheritsFrom” of object
creating models. In level M1, a model is a wellsfi@d  technology. As stated in [7], currently, there rsaver-
specification for creating software artifacts. &vél MO, usage of these old relationships in Model Driven
an operational example of a model is the finalEngineering. Used in different contexts, with diéfiet
representation of a software system. Accordinghtse t meanings, this may cause additional confusion for
architecture, we can state the existence of fewexample by stating that a model is arstanceOfa
metametamodels such as MOF [3] and Ecore [4], abvermetamodel. It is very important to make a careful
metamodels such as UML, UEML [5] and EDOC [6], distinction between concepts behind the old priecgf
more models describing real life applications sasha object technology “Everything is an object”and the
travel agency, and finally infinite information $uas the concepts of the new principle of model driven
implementation of this travel agency model usingpJar  engineeringEverything is a model’
C#. This organization is well known in programming Figure 1.b illustrates the primary idea around the
languages where a self-representation of EBNF iootat development of software systems using MDA. The
could be obtained easily in some lines. This notati development is based on the separation of concerns
allows defining infinity of well-formed grammars. A (e.g. business and technical concerns), which are
given grammar, e.g. the grammar of the C languagefterwards transformed between them. So, business
allows defining the infinity of syntactically come C concerns are represented using Platform-Independent
program. Several different executions could béizeds  Model (PIM), and technical concerns are represented
from a C program. We would like to point out here ausing Platform-Specific Model (PSM). According to
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figure 1.b, PIM (e.g. a UML business model) is Figure 2 presents the most common scenario of these
transformed into PSM (e.g. based on Web Services) transformations, which is compatible with MOF/QVT
which could be refined in other PSMs (e.g. based onRFP [2].

Java and JWSDP), until exported as code, confgfil Each element presented in Figure 2 plays an
and so on. Analyzing each type of model, we canimportant role in MDA. In our approach, MOF is the
deduce that a PIM and PSM have a different lifdecyc  well-established metametamodel used to create
PIM is more stable over time while PSM is subject t metamodels. The PIM reflects the functionalitids t
frequent modification. So, this approach preseraes structure and the behavior of a system. The PSM is
business’s logic (i.e. PIM) against the changes ormore implementation-oriented and corresponds to a

evolution of technologies (i.e. PSM). first binding phase of a given PIM to a given exemu
platform. The PSM is not the final implementatibniy
2.2 Modd Transformationin MDA has enough information to generate interface files,

programming language code, interface definition

It is well recognized today that model language, configuration files and other details of
transformation is one of the most important operati implementation. Mapping from PIM to PSM
in MDA [8]. The following definiton of model determines the equivalent elements between two
transformation largely shared in the community is metamodels. Two or more elements of different
provided in [9]: “A Transformation is the automatic Metamodels are equivalent if they are compatibié an
generation of a target model from a source modeLthey cannot contradict each other. A transformation
according to a transformation definition. engine that executes transformation rules realizes

"A transformation definition is a set of model transformation. Transformation rules specify
transformation rules that together describe how a how to generate a target model (i.e. PSM) from a
model in the source language can be transformenl int source model (i.e. PIM). To transform a given model
a model in the target |anguage_ A transformatioteru into another mOdel, the transformation rules map th
is a description of how one or more constructsha t source into the target metamodel. The transformatio
source language can be transformed into one or more€ngine takes the source model, executes the
constructs in the target language” transformation rules, and gives the target model as

The working group on model transformation of output. Using a unique formalism (MOF) to exprelés a
the Dagstuhl seminar [10] suggests that this shbald Metamodels is very important because this allowes th
generalized, in that a model transformation shaisd  expression of all sorts of relationship between eted
be possible with multiple source models and/or based on separate metamodels. Transformations are
multiple target models. In our discussions hereavee ~ One important example of such a relationship, bete
concerned by transformations that takes a platform-are also others [7] like model weaving, model meggi
independent model and transforms it in a platform- model difference, model metrication (establishing

specific model. measures on models), metamodel alignment, etc., Thus
» MOE e given my(s)/M, andmy(s)/M,, wherem, is a model of a
conformsTo conformsTo systems created using the metamodd}, andm, is a
model of the same systers created using the

metamodeM,, then a transformation can be defined as

Transformation Language
: guag my(s)/My — my(s)/M,. WhenM, and M, are based on

M conformsTo the same metametamodel (e.g. MOF), the
- transformation may be expressed in a transformation

Source Transformation Target language such as ATL [8].
metamode rule metamode There are a number of general challenges in the

4 t from 4 ﬂ * definition of a language for model transformatid2][

exec Some of these challenges are: it must be expreaside
conformsTo conformsTq . . .
provide complete automation, be unambiguous, and
Source | sourcq Transfo. | target| Target Turing complete for it to be generally applicablée
model < Engine »| model current standardization effort by OMG [2] and many

industrial and academic efforts in this area wilbw

Figure 2. Model Transformation in MDA: from advancement on these challenges.

PIMs to PSMs
In the context of the basic four levels metamodglin
architecture of MDA, various scenarios of model-to-
model transformation have been identified [11].
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In this table we have on the left part severalmece
publications concerning transformation process in
MDA and on the top part five different conceptkéad
to the «Pattern of Transformation» that have been
identified. These concepts are between
“Transformation instance” which is a process thies
a source model to produce a target model, and a
“Transformation Metamodel”, which is an abstract

3 Mapping Versus Transformation: A
lack of consensus

As noticed in the previous page, the figure 2
illustrates the most common scenario for model-to-
model transformation in MDA. According to this figu
we would like to point out two main remarks. Thesffi

remark  concerns - the *Transformation ~rules’ formalism for transformation, that allows the
component, which merge together techniques of . S i .
mappings and transformations without explicit generation of transfo_rmatlon definition, which is
distinction between them. That is to say, the actually a "Transformation Program”.

specification of correspondences between elemehnts o According to our vision, the concepts OT mapping
and transformation should be explicitly distingudh

two metamodels and the transformation between them ) ;
nd together could be involved in the same protteds

are grouped in the same component at the same levef! d inate t f i In fact his t
We argue here that an explicit distinction between we denominaté translormation process. in factii

techniques of mapping and transformation could betransformatlon process, Fhe mapping specmcat.lon
very helpful in the whole MDA process of precedes the transformation definition. A mapping

transformation and we will comment more on thisiégss spec!fication is a definition (the most declaratias
afterward possible) of the correspondences between metamodels

(i.e. a metamodel for building a PIM and anothear fo
building a PSM). Transformation definition contaias
description to transform a model into another using

concerns the lack of consensus on terminology atoun X
MDA concepts. Actually, nowadays, MDA suffers concrete transformation language such as ATL. Hence
' ' ' in our approach the transformation process of a PIM

. . |
from a lack of agreement on terminology, especially . . .
concerning theg concepts  of mgzpingp anél/ into a PSM can be structured in two stages: mapping
transformation. In several works, the concepts of spec[prc]gtlon ﬁpqtt?nﬁfortmatlzn tdeflnmon. . d
mapping and transformation are not so clear, since IS _explicit distinction between mappings an

these terms can refer to many different Concepts_transformatmns is emphasized in the two following

Moreover, as noticed before they are usually ddfine main fields: Databas.es and Ontologies. _In the odnte
without explicit distinction between them. of databases, mapping and transformation have been

studied for a long time in the domain of database
design. In a recent project on model management
leaded by Phil Bernstein [14], they define mapping
between database schemas as follow:

The second remark is related to the first one and

The table 1 discussed in [13], illustrates in an
obvious manner that the terminology related to éhes
concepts is really immature.

Transfo. Transfo. Transfo. Transfo. Transfo.
Instance Function M odel Program M etamodel
MDA Guide- OMG [20] Transfo Mapping Mapping -
Instance Model
M DA Distilled [21] Mapping Mapping Mapping _ _
rule function
MDA Explained [9] Transfo. | Mapping/Transfo} Transfo. _ _
Mapping rule definition
QVT -DSTC|[ 22] “Tracking” Transfo. rule Transfo _ Transfo.
Model
Caplat & al. [ 23] - Mapping Model of -
Mapping
Judson & al. [24] Transfo. Transformation| Transfo. Model -
Constraint Pattern | Transformation

Table 1: Equivalencies between terms according to the Transformation Pattern
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"We defines a mapping to be a set of mappingthe same thing, or closely related things. The nraysp
elements, each of witch indicates that certain elets should be expressed by some mapping rules, which
of schema Sare mapped to certain elements $ explain how those concepts correspond. Obviously,
Furthermore, each mapping element can have aontology translation needs to know the mappingsvof
mapping expression which specifies how thard S, ontologies first, then it can use the mapping rules
elements are related".

In [15], they have studied mapping adaptation 4 From Mapping to Transformation in
under evolving schemas in dynamic environments like MDA

the Web. In this work mapping is defined as fatlo

Figure 3 illustrate a simple example involving the
concepts of mapping and transformation according to
our point of view. In this example a fragment of UM
metamodel is mapped into a fragment of relational
database metamodel. The mapping part is definesl her
using a graphical formalism that we have introduced
[18] to specify mappings between elements of two
metamodels, which are MOF compliant. This graphical
formalism is very useful to specify mappings in a
declarative manner and at a high level of abstacti
However, it is clear that this formalism is notfaiént
to express complex mappings. Thus, a textual laggua
must sometimes be used to complete it. OCL (Object
Constraint Language) have been used in several
experimentations of our approach [19].

"A mapping specifies how data instances of one
schema correspond to data instances of another.
Mappings are often specified in a declarative, data
independent way (for example, as queries or view
definitions). However, they necessarily depend on
schemas they relate."

Finally, the distinction between mapping and
transformation is more stated in Ontologies fi¢tdthe
OntoMerge Project [16] at the university of Yaleey
claim the importance to distinguish between Ontglog
translation and ontology mapping [17]:

“It's important to distinguish ontology translation
from ontology mapping, which is the process ofifigd
correspondence (mappings) between the concepts of
two ontologies. If two concepts correspond, thegmme
o+ super

Class ,_Table

Attribute | pee ol COlumn
name name

r Y r 3
Generation l

Mapping
A

AN

Rule C2T {
from Class: UML!Class

c ConformsTo

o to Table: Oracle!Table ConformsTo
B {

[$]

E name € Class.name

= I

g )

c

g

= Bank l Bank

name | address

Name
address Program
- Client
CIIent \_—d"—/ account | name
account

name Execution

.
Figure 3. Transformation Process: from mapping to Transformation
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All the components linked to the concepts of In the transformation part, a transformation
mapping and transformation, and their relationshipe  definition is generated automatically from the magp
presented in figure 4 [19] based on the four BWDA  model. This transformation definition is expresgec
Metamodeling Architecture, which extends figure 2transformation language based on MDA standards
according to our approach. (OCL, MOF). This transformation definition repreten

a transformation model ( Transformation M), which

This mapping part, which groups a set of conforms to a transformation metamodel
correspondences between elements of two metamodelg;Transformation MM). This metamodel is a general
is represented in our approach as naapping formalism for model transformation in MDA.
model( Mappi ng M . This model must conform to a Currently, OMG is finalizing a standard for model
mapping metamodel (Mapping MV . In [19], a transformation called QVT (Query [/ View /
complete description of this metamodel is presented  Transformation) [2].

The MOF
conformsTo » MMM g conformsTo
conformsTo | TcunfarmsTﬂ
Source MM Target MM Mapping MM Transformation MM
A .
T conformsTo right
conformsTo confarmsTo
conformsTo left
) generated )
Source M Target M Mapping M |[€—F-— Transformation M
source target
Transformation Tool ™ Transformation Program
execute
MMM : Meta-Metamodel MM : Metamodel M Model

Figure 4. Mapping and Transformation in MDA

In this figure, a mapping model conforms to its

metamodel, and it relates two metamodé&sur ce 5 Discussion and conclusion

MM and Target MV . A transformation model

conforms to its transformation metamodel, and it is In this paper, we have discussed the MDA

generated from a mapping model. A transformation approach providing a description of a transfornmatio

engine takes a source model as input, and it eegcut process, distinguishing explicitly the mapping and

the transformation program to transform this source transformation parts. Mapping should be consided

model into the target model. first class entity represented by a model, which
conforms to a metamodel. On the one hand, mapping
part focuses on identifying elements of two given
metamodels that correspond to each other. On the
other hand, transformation is generated autométical
as a program, which permits to translate a souxdein
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into a target model. Mappings should be as dedlarat
as possible, while transformations are detailed
programs often involving imperative and declarative
constructs. From a conceptual point of view, this
explicit distinction between mapping specificatiand [14]
transformation definition remains in agreement with

the MDA philosophy, i.e. the separation of concerns
Thus, a mapping model may be considered as a PIM
that will be transformed into a PSM, the transfatiora
model.

(13]

(15]
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Abstract

As the importance of enterprise computing systems
continues to grow so does the need for sound but flexible
representations of the information they manipulate. This
has created a growing interest in information
representation languages that are not only easy for domain
and business experts to use but are also amenable to
computer manipulation. Since traditional information
representation languages have tended to focus either on
human usability (e.g. UML) or machine processability (e.g.
OWL) there is currently no language intended for human
use that cleanly satisfies both requirements. In this paper
we discuss the different schools of thought on how to solve
this problem, and analyze the various concrete proposals
that have been put forward. We then present our own views
on how best to meet this challenge.

1. Introduction

Enterprise computing, in which large numbers of
computing devices cooperate to achieve some common
goal or deliver common services, is contingent on those
devices having access to the same representation and
understanding of “enterprise information”. Enterprise
information is any information or “knowledge” that
components of an enterprise need to be aware of to be able
to contribute constructively to the execution of the system,
such as enterprise-spanning concepts, rules and policies.

At the realization level within a running enterprise system,
XML has emerged as the standard format for representing
enterprise information. Since it defines a universal concrete
syntax, XML allows the individual components of an
enterprise to exchange and process information in a
standard way. However, XML only supports the syntactic
representation of information. To attain agreement at the
conceptual level the developers of components must agree
on the meaning of a set of domain types via a common
document type definition (DTD) or XML schema or must
use a higher-level “knowledge representation language”

Colin Atkinson
University of Mannheim
A5, 6,B242
D-68161 Mannheim
0049 621 181 3911

atkinson@informatik.uni-mannheim.de

such as RDF, RDFS, DAML or OWL to formally and
explicitly define information semantics. Using these
languages (which were originally defined to support the
semantic web) enterprise information experts can design so
called "ontologies" that represent the necessary domain
knowledge explicitly. Unfortunately, however, these are
also represented using an XML-based concrete syntax.

Although XML is an excellent medium for machines to
share “knowledge” it is a very human unfriendly
representation format. Even specialized IT personnel find it
tedious and difficult to write XML, let alone normal users
who are the source of most enterprise information. This
makes it almost essential that the XML representation of
information used within a running enterprise system be
generated automatically from higher-level “human
friendly” representations. These “high Ilevel”
representations need to be as accessible as possible to the
generators and owners of enterprise information but at the
same time transformable into XML with minimal
intervention by IT personnel since this is a significant
source of errors. In other words, high-level Information
Representation Languages (IRLs) are required which (a)
are as friendly as possible to domain/business experts to
allow them to capture their knowledge and (b) have as
precise a meaning as possible to enable them to serve as the
source of automated transformations.

One of the most widely-accepted and popular Information
Representation Languages (IRL) is the UML [3]. Since it
was developed for ease of use rather than semantic
precision UML is more expressive than semantic web
languages such as OWL but generates models which
usually have more ambiguous semantics. In contrast,
Ontology Representation Languages (ORL) based on
Description Logic, such as OWL DL [1], have the great
strength that they capture information in a way that is
semantically precise and computational. Until relatively
recently, therefore, there was no significant overlap in the
range of applications for which the UML and ORLs were
both suited, and it was easy to recommend which
technology to use in which situation. UML was clearly the
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best choice for software engineering oriented analysis and
design where expressive power is more important than
semantic precision, whereas description logic based ORLs
such as OWL DL and DAML were clearly the best choice
for semantically precise and computational knowledge
representation.

This clear separation of concerns was significantly blurred,
however, with the addition of the Object Constraint
Language [6] to the UML suite of standards. OCL was
defined with the specific goal of enabling the meaning of
UML models to be more precisely specified. As a
consequence it is a significant open question as to how the
combination of the UML and OCL compares to knowledge
representation languages such as OWL with regard to
expressiveness, semantic precision and computability.
Broadly speaking three distinct groups or schools of
thought can be identified on this issue.

The first perceives UML' as a self-contained IRL equally
as capable of representing ontologies as DL-based semantic
web languages such as OWL. Proponents of this approach
such as Cranefield et al. [7] and Flakovych et al. [9] hold
that it makes no difference whether an ontology is modeled
in OWL or in UML. UML modelers are thus instantly
promoted to the status of “ontology developers”.

The second group grants only lightweight ontology
definition capabilities to the UML and holds that an
extension to the language is required to allow it to support
advanced OWL-like capabilities. Members of this group
such as Baclawski [4] believe there is value in using the
UML and UML tools for ontology engineering but only as
a convenient “front end” for “proper” ontologies in DL
based languages such as OWL. This is primarily driven by
the lack of a graphical front-end for the semantic web
languages. The basic philosophy of this group, therefore, is
to introduce ontology representation concepts into the
UML that are not inherently supported by UML diagrams.
The result is a mixed language that uses UML syntax and a
set of stereotyped UML constructs to emulate advanced
OWL features.

The third group goes even further by introducing a new
metamodel into the MDA family of modeling languages -
the so called Ontology Definition Metamodel. The
approach denies any knowledge representation capabilities
to the UML and holds that UML syntax can only be used to
represent ontologies via a new modeling language.
Members of this group are not interested in using the UML
per se for ontology definition but only in “borrowing” some
of its user-oriented graphical syntax comparable to the
second group. The metamodel is either a close copy or a
direct representation of OWL's abstract syntax in the form
of a MOF-based metamodel.

" In the remainder of this paper, the term UML will be used to refer to the
combination of UML and OCL, unless stated explicitly to the contrary.
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Our goal in the remainder of this paper is to explore these
three schools of thought in more detail and to highlight the
fundamental differences between them. Where they exist
we also discuss the various unification proposals that have
been put forward. In the conclusion we then state our
position on the issue and present our suggestions for how
the UML and ORL technology spaces can best be unified.

2. UML as an Ontology Representation
Language

A number of researchers representing the first school of
thought have recognized the potential of the UML for
ontology modeling. Cranefield and Purvis [7], for example,
investigated to what extent a subset of the UML (consisting
of class diagrams and object diagrams) combined with the
OCL could be used as an ontology representation language.
They discovered that UML/OCL can be used for several
reasoning tasks, but also came to the conclusion that the
OCL is in general too expressive and needs to be restricted
to a set of standard OCL constraints that are amenable to
automated reasoning.

Cranefield and Purvis also came to the conclusion that a
combination of UML class and object models and OCL are
more expressive than description logics [7]. To be
equivalent to OWL, the UML and OCL combination needs
to be restricted to an adequate set of language constructs.
They also claimed that it is powerful enough to be used as
an ORL plus logic/rule language combination such as the
enhanced semantic web languages like DAML-L or
RuleML on top of OWL. Cranefield also developed a
"UML Data Binding" tool for Java [8] to generate Java
classes and RDF schemata from a class diagram encoded in
XMI format. An interesting aspect of Cranefield's approach
is that the UML is used directly and not as a mere visual
syntax for another knowledge representation language [10].
He sees the UML/OCL combination as a heavyweight
knowledge representation language that is as expressive as
or even more expressive than description logic based
knowledge representation formalisms.

Another related research initiative examined UML
reasoning possibilities by providing a mapping between
UML and ontology representation languages. Although this
implies that the UML still needs a formal DL-based
language foundation to support inference, it also holds that
the UML has a mapping to these languages and can
therefore be formally defined as equivalent to them. Cali et
al. [11] investigated the expressiveness of the class diagram
subset of UML in comparison with a description logic.
They show that it is possible to apply several description
logic inference techniques on standard UML class
diagrams. This was achieved by presenting a new
formalization of UML class diagrams in terms of the DLR
description logic, thereby establishing that UML class
diagram semantics can be formally specified. This was
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done by mapping the UML class diagram constructs onto
the DLR constructs. The DLR is a very expressive
Description Logic that is capable of handling n-ary
relations (roles), relation intersection and negation
(disjointness). The authors focused on the formalization of
the class diagram concepts and did not consider OCL
constructs. They demonstrated that class diagrams can be
given a formal semantics based on description logics. It can
therefore be argued that even class diagrams alone are a (at
least lightweight) knowledge representation technique
which shares many common constructs with description
logics.

Other work has focused on a transformation of UML class
diagrams into existing semantic web languages like OIL or
DAMLAOIL [9] to use their inference capabilities and tools
for reasoning on UML modeled ontologies. The problem
with this approach is that these existing languages are not
absolutely equivalent to the UML and the mapping
therefore needs to compensate for the differences.
Falkovych for example defines a foundational ontology to
represent the different mereological types of UML
association relationships so that they can be supported in
DAML+OIL [9]. A similar approach was taken by
Feldering et al. who captured UML aggregation semantics
in a general ontology for OIL [9]. On the other hand UML
class diagrams do not feature a lot of special OWL axioms
(like logical association characteristics, sufficient
conditions, etc.) that these approaches cannot represent. In
this work the Object Constraint Language was not
considered for knowledge representation.

3. UML as a Modeling Syntax for Ontology
Representation Languages

The second school of thought focuses on trying to
overcome the so called "modeling bottleneck" [9] caused
by the lack of professional ontology builders and
sophisticated modeling tools for semantic web languages.
These approaches see the UML as a modeling syntax for an
ontology representation language and do not regard it as
possessing any higher knowledge representation and
reasoning capabilities. They therefore argue that it needs to
be adapted or at least extended to be used for ontology
engineering.

The basic idea is to map ontologies represented in this
adapted UML into a "real" ontology representation
language with a sound description logic foundation. In
contrast to the transformation-based approaches in the last
subsection which view the UML as a knowledge
representation language that only lacks reasoning support
and therefore try to map the UML to a formal ontology
representation language, this school of thought does not
regard the UML as having useful knowledge representation
capabilities and see it as a mere concrete syntax for the real
knowledge representation and reasoning languages.
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Kenneth Baclawski et al. [4] support this approach by
defining a UML profile to visualize DAML. In this
approach UML stereotypes are mapped to DAML
elements.

Baclawski et al. propose an extension to the UML
metamodel to handle the identified incompatibilities while
remaining backward-compatible with existing UML
models. The concept of class is perceived as equal in both
domains. The foundational concepts in the semantic web
languages (Literal, Resource and Thing) are assumed as not
existing in the UML and therefore incompatible. This view
is untenable, however, since the UML [3] explicitly defines
a set of primitive datatypes (String, Integer, Boolean,
UnlimitedNatural) and explicitly defines the universal class
Object in the MOF [23] and implicitly in the UML
specification [3]. The class Object is also well established
in implementation models as it is supported by several
object-oriented programming languages (e.g. Java, Eiffel).
It is therefore a generalization of “everything”. In contrast
to “Thing” there is an explicit equivalent to “Nothing” in
the OCL namely OclVoid. Baclawski et al. [4] further state
that the UML supports non-binary relations that must be
reified to be adaptable in DAML (or OWL). If interpreted
as the principle that an n-ary relation is reified into a class
of objects representing the relation, this argument is correct
but it is a general problem of DAML (resp. OWL) and not
of the UML. Every time one wants to define an n-ary
relation in OWL it has to be "reified" in this manner by
creating individuals that represent actual relations and a
class that represents the relation on the type level with n
binary properties. For different patterns based on this
approach consider [24].

The authors state that multiplicity constraints on UML
associations affect class memberships [4]. This is in general
true as the UML is usually (but not necessarily) interpreted
on the basis of the closed-world assumption (CWA). On the
other hand it is not clear why open-world assertional
knowledge should not be (indirectly) affected by
cardinality constraints. They further claim that UML
associations have no first class status since their definitions
depend on association ends. This assertion is wrong as
UML associations are top-level modeling elements that are
in the same namespace as classes (i.e., the model or
package namespace) and have no obligatory association
end type definitions [3]. Baclawski et al. unfortunately
confuse first-class status with global scope that is implied
by the open-world assumption in OWL. The authors
propose to add a new type of model element to the UML
metamodel for representing (first-class) properties. These
properties are interpreted as the aggregation of association
ends from different (and semantically equivalent)
associations. The authors unfortunately overlook the UML
association redefinition and specialization capabilities that
are used to define semantically equal (aggregations of)
associations.
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Another added metamodel element is Restriction. This is a
classifier whose instances are the objects that satisfy a
condition on a property associated with the restriction. The
Restriction construct is equivalent to usual UML
association (end) definitions and specializations and
additional OCL statements. A new special construct that is
incompatible with the standard UML is therefore
unnecessary. The other mentioned incompatibilities
regarding cardinality constraints, association taxonomies
and namespaces are dubious since they are already
challenged and refuted by the authors themselves (see [4]).
Baclawski et al. fail to explain how synonyms, sole
existential quantifications, the distinction between
necessary and sufficient conditions as well as primitive and
defined concept descriptions, and the closed-world
assumption are handled by their approach. The proposal
introduces a set of stereotypes for associations (e.g.
TransitiveProperty) and dependencies (e.g. inverseOf,
equivalentTo, sameClassAs, samePropertyAs,
subPropertyOf) that except for object equivalence can all
be represented either directly by a UML construct (e.g.
association specialization, bidirectional association) or by
an OCL constraint. The approach by Baclawski et al. does
not use all UML diagram features and it entirely neglects
UML's Object Constraint Language.

The introduced metamodel classes and stereotypes are
directly related to DAML constructs, which are largely
unknown outside the Semantic Web and DAML
communities. The approach can therefore be interpreted as
a UML-based graphical syntax for DAML. The authors
have developed a UML profile on the basis of the extended
metamodel that has already been used in the UML Based
Ontology Tool-set (UBOT) project, which is a set of
ontology engineering and natural language processing-
based text annotation tools [10], and the DAML-UML
Enhanced Tool (DUET), which is developed by the
Components for Ontology Driven Information Push
(CODIP) project and based on Rational Rose add-ins [10].
The benefit (for the DAML community) of this approach is
that it enables the use of UML tools like Rational Rose for
DAML ontology definition.

3.1 The Ontology Definition Metamodel Approach

The third school of thought holds that the goals of UML
and OWL are fundamentally incompatible from one
another and can not as a matter of principle be unified. This
is depicted in Figure 1 which shows that there is only a
relatively small overlap between the feature sets of UML
and OWL [12]. This school first argued for a new modeling
language to be added to the OMG's metamodel suite which
compensates for the handicaps of the UML and provides
users with OWL-like ontology representation features
within the context of the MOF/MDA infrastructure. The
term Ontology Definition Metamodel (ODM) has been
coined as a name for the abstract syntax of this language.
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The focus of the ODM Request for Proposals (RFP) was
for a language that allows platform-independent modeling
of ontologies. In most of submissions, the proposed ODM
is based on a direct mapping of the OWL abstract syntax
which makes it more of a platform model. However, as
explained in [15], [16], [17], [19] it is the most
comprehensive ORL of the Semantic Web .

In its most recent documentation the ODM task force has
changed direction however [25]. The group still does not
recognize the UML as an ontology definition language but
now argues for a family of independent metamodels that
represent specific knowledge representation languages in
contrast to a single platform-independent metamodel.

Below we introduce two alternative ways of fulfilling the
original requirements of the Ontology Definition
Metamodel RFP [12] and evaluate their strengths and
weaknesses. Original submissions such as IBM's ODM
proposal [13] or Gentleware's proposal [14] are either
similar to the first proposal (in Section 3.2) or discussed
extensively by the University of Karlsruhe's proposal and
described along with that proposal in Section 3.3. We are
not interested in repeating already available analysis on the
first ODM submissions that has been done in the ODM
workgroup and in commentaries (e.g. [17]). Therefore we
will focus on responses to these submissions and the latest
submission of the workgroup. This current ODM proposal
is presented in Section 3.4.

r—————
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Figure 1 Semantic Overlap between the Modeling
and Ontology Representation Languages

3.2 University of Belgrade's Proposal

A team at the University of Belgrade presented a proposal
for the ODM and the Ontology UML Profile (OUP) [15],
[16]. This proposal is not an official ODM submission but
it exemplifies the direction of the first set of proposals (e.g.
[13], [19]). In their proposal, the description logic variant
of OWL (OWL-DL) is used as the basis for the ODM. The
authors highlight the benefits of a MOF-based version of
OWL's abstract syntax for the semantic web community
[16], and the role of the OUP as a means to utilize the
visual modeling capabilities of the UML [15]. The ODM is
placed in the second layer of the OMG's four-layer
metamodeling hierarchy [16]. Instances of this metamodel
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are models in the M1 layer. These ODM models are OWL
ontologies which is somewhat contradictory to the ODM's
platform-independent role in the ODM RFP [12]. The
problem with this approach is that the ODM has no
concrete syntax other than the XMI representation of its
models. Therefore, the approach makes use of another
MOF-based modeling language namely the UML.

To use the UML concrete syntax in an adapted form for the
ODM, the ODM RFP suggests the workaround of a UML
profile. This profile uses the stereotype mechanism to
introduce ODM constructs into the UML metamodel so that
M1 models of this profile can instantiate these constructs.
The OUP models can then be transformed via XSLT into
ODM XMI or even OWL XML representations. By using
the profile mechanism, the authors avoid the consequences
of a real extension of the UML metamodel which would
require the new constructs to be direct subclasses of the
UML metaclasses [15]. The stereotype annotations to the
model can be applied in a much more arbitrary and ad hoc
style. The models created with the profile do not need to be
consistent UML models. In fact the OUP models are
effectively OWL ontologies in a UML like syntax, which is
exactly what the authors intended.

The problem with this approach is that it seems to be only
loosely based on the UML. The only resemblance it bears
to the UML is that OUP model elements that are interpreted
as sets of individuals or of tuples of individuals are
depicted as classes. However, while associations and
attributes in a UML model are interpreted as associations in
the semantic domain, OUP associations and attributes are
interpreted as meta-attributes. The single OUP constructs
have no interpretation in the semantic domain; they are
only dummy metamodel elements that allow certain OWL
expressions to be expressed in a UML diagram. This is the
reason why the authors allude to the OUP as not being a
stand-alone ontology language [15]. Otherwise, one would
wonder why two metamodels are needed for the same
purpose. However, since OUP elements such as
restrictions, allDifferent and the anonymous class
descriptions of the ODM have no UML compatible class
interpretation in the semantic domain, the OUP cannot be
understood as a language but only as a vocabulary of
annotations of rectangles and lines using the UML profile
mechanism. Nevertheless, basing a new language's concrete
syntax on another language's syntax by adapting this
language's abstract syntax is awkward. The plan is to
provide an interim solution until a separate syntax for the
ODM is defined so that only transformations from the
ODM to the OWL are needed. To what extent the new
syntax differs from the UML syntax is an open issue.

3.3 University of Karlsruhe's Proposal

Like the proposal described in the last subsection this
proposal also proposes an ODM for OWL DL [17]. The
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difference between this and the other proposals is that the
authors explicitly try to achieve an intuitive notation for
both communities [17]. This means that the result is not
intended to just be a new modeling syntax for OWL but
also a chance for UML users to easily model OWL
ontologies. The proposal therefore stands in contrast to
most of the other ODM proposals. The authors view the
IBM proposal [13] as being extremely counterintuitive as it
models OWL properties as UML classes and OWL class
constructors as UML associations [17]. Gentleware's
proposal [14] is also criticized as being a cumbersome RDF
serialization of the OWL. This proposal also uses UML
classes to depict OWL properties and comments to specify
specific class constructors. Sandpiper's [20] and the
DSTC's [18] approaches are criticized for providing no
visual syntax or metamodel. The merged proposal [19] is
criticized for having too wide a scope which leads to
complex mappings and bad readability and usability [17].
The authors therefore argue that a metamodel for every KR
paradigm and language should be developed. This is in fact
the role of platform specific metamodels. However, this is
not the role of the ODM, which is explicitly designated to
be platform independent. Their proposal is not really an
ODM proposal therefore but a proposal for a platform
specific model of OWL DL.

Like every other proposal in the context of the ODM RFP
this proposal ignores the OCL and only tries to map OWL
DL constructs to existing or customized UML
diagrammatic constructs. They therefore explicitly
introduce equivalentProperty and equivalentClass
associations into their ODM metamodel [17]. The omission
of OCL constraints leads to the requirement for graphical
representations for all metamodel constructs. These are
defined in the author's UML-profile for ontologies. New
constructs are needed for anonymous class descriptions in
the context of logical and property restriction class
constructors. Class equivalence is depicted by a
bidirectional generalization arrow [17]. OWL object
properties are represented as UML n-ary associations (i.e.,
the diamond notation); while datatype properties are
depicted as UML attributes [17]. This ignores UML's
ability to redefine associations as explained in [3]. It is also
problematic because property restrictions are erroneously
depicted as domain and range values for the property,
which is not intended by OWL. UML attributes cannot be
specialized and have no classifier interpretation in the
UML. It is therefore difficult to model datatype properties
only in this way. Their enumerated datatype construct [17]
is completely redundant as the UML features exactly this
concept as well (cf. [3]). This proposal uses the UML
instance specification construct to depict individuals. In
contrast to IBM's proposal, which suggests using a class
Thing for individuals, they argue that this would blur the
difference between object and model level in the UML. The
actual problem is not a universal concept Thing, but the
distinction between Thing being the logical classifier of all
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individuals and Object or InstanceSpecification being their
linguistic classifier. A two dimensional infrastructure [5]
explicitly requires a universal concept Thing as is further
explained in [21].

3.4 The ODM Task Force's Family of Metamodels
Proposal

The ODM workgroup recently changed their initial
approach of a single language- and formalism-independent
ontology metamodel with an associated hub-and-spoke
architecture, where the ODM would be the central
metamodel into which every ontology in any language
would be translated (and vice versa). The new ODM is a
collection of language-specific metamodels for several
existing knowledge representation languages. Currently
supported are the Simple Common Logic [27], Topic Maps
[26], RDFS, OWL Full and Entity Relationship modeling.
An ontology in one of these languages can be transformed
into an ODM model and thus available within the MDA
infrastructure without loss of information. This was not
possible with the original approach of a single general
ODM metamodel. A set of mappings between the
metamodels is defined to support interoperability. To
reduce the number of transformation mappings OWL Full
has been selected as a central hub metamodel. The
mappings should support the use of legacy models as a
starting point for ontology development and they should
enable users to choose from the range of different
languages based on the required degree of expressivity and
change as needed [25]. A third major component of the
new ODM proposal is the collection of UML profiles for
the different knowledge representation metamodels
(currently RDFS, OWL and Topic Maps). These profiles
should provide a bridge between the UML and knowledge
representation communities [25], or more precisely
between UML tools and the KR communities. Models and
ontologies are bridged by the appropriate bidirectional
mapping between OWL Full and UML. The profiles
therefore serve as a means to utilize UML modeling tools
for visual ontology development. The UML profile for
OWL suffers from the same problems as identified in [17]
as it is based on the IBM proposal [13]. Finally, in order to
respect the OMG four-layer metamodel hierarchy, a
foundational ontology has been added for RDFS and OWL
that encompasses the OWL/RDFS elements that belong to
the model level (i.e. owl:Thing, owl:Nothing, rdf:nil, and
the XML Schema datatypes) as an M1 model library. The
new ODM approach is a mixture of the old hub-and-spoke
architecture, which is now based on OWL Full (as depicted
in Figure 2), and the second school of thought (Section 0)
that used the UML as a mere modeling syntax.
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Figure 2 Structure of the ODM from [25], Figure 1,
Section 9, page 74

The new ODM proposal is based on the premise that the
UML is not a practical language for representing
ontologies. This premise is justified by a comparison
between the UML and the OWL Full languages [25], [2]
which is claimed to identify the incompatibilities between
the two languages. However, it rather reveals a tremendous
overlap between the two languages. Only a few concepts
needed for ontology representation are not available in the
UML class diagram metamodel. Moreover, the authors
unfortunately omit the OCL from the comparison and thus
do not consider the possibility that the OCL might feature
the missing OWL constructs. In fact, the authors state that
the OCL is a predicate definition language that is more
expressive than OWL Full [25]. The analysis in [25]
identified the following potential shortcomings of the
UML: support for synonyms, extension equivalence
specification, sufficient conditions, complex class
constructors, the logical characteristics of associations,
existential quantification and value restriction, global
properties, autonomous individuals, class-specific
cardinality constraints, the universal concept Thing and the
OWL Full feature of classes as instances. However, most of
these potential shortcomings have been disproved in [21],
which we will briefly summarize here. The universal
concept is part of the OCL and implicitly also of the UML.
It is no problem to assume its existence or make it
explicitly available. Value restriction is implicitly applied
to every association as the UML follows the CWA. UML
associations are as global as global properties in the OWL.
An absolute global (or universal) scope, however, has to be
explicitly specified. Local restrictions are made by
association redefinitions or specializations which includes
class-specific cardinality constraints. The intended meaning
of "global" in the comparison [25], however, is that
properties in OWL can apply to every class and have
universal scope. This is related to the open-world
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assumption and can be resembled by defining every
association in the context of the universal class. In the
UML, under certain assumptions all individuals (objects)
are autonomous, otherwise multiple and dynamic
classification would not be feasible. It is even possible for
an object to be only an instance of the universal concept.
All subclasses are by default defined to form a non-
covering partitioning of the universal class. Sufficient
conditions, complex class constructors, extension
equivalence, logical characteristics of associations and
existential quantification restrictions are all realizable with
the OCL. Some of them are even realizable with UML
diagram elements using anonymous classes and
generalization-set constraints. The definition of metaclasses
as in OWL Full is done using the UML stereotype
mechanism. Nevertheless, a more appropriate solution for
both languages would be a two dimensional modeling
infrastructure as explained in [5], [21]. The only real
missing feature identified by the analysis are synonyms that
relate to the unique name assumption in the UML which is
omitted in the OWL. However, the authors rather state that
the UML places no constraints on names at the MO level
[25]. This is correct but it has no influence on the fact that
the representation of MO level elements in UML object
models (M1) underlies the unique name assumption. On the
other hand, UML datatype enumerations are spuriously
equated with OWL object enumerations [25] and the
consequences of closed-world semantics in the extensional
knowledge are disregarded.

4 Summary of the Approaches

In addition to the three widely recognized approaches
described above, three further options can be selected. One
is to use an existing IRL. Another is to develop a new IRL
that provides the required characteristics. And a third way
is to adapt an existing IRL to the requirements. The first
option can be discarded as no IRL fulfills the needs. The
second option has been effectively disapproved by the
ODM task force. The OMG ODM RFP and the first
submissions believed in the creation of a new metamodel
for ontology definition. That metamodel should encompass
all relevant IRLs. However, the recent proposals show that
a new metamodel was neither feasible due to insufficient
commonalities nor wanted as existing IRL could also
perform the job. The presented approaches differ in the
selected IRL and the taken action to meet the needed
requirements. The major candidates for an IRL are the
UML and OWL. The UML posses the needed user-friendly
interface, a wide tool support and a large educated work
force. However, it lacks a formal semantics. OWL on the
other hand possesses a model theoretic semantics and with
the DL sublanguage a deducible set of constructs. On the
other hand lacks OWL a user-friendly interface, broad tool
support and experienced users.
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The first approach points out that the UML can be mapped
to a formal ORL, which implies that a formal semantics can
be applied to the UML. However, the approach to date
lacks a complete definition of the UML/OCL semantics and
is unclear on how the UML could be OWL compatible, i.e.
define OWL compliant ontologies. The second approach
suffers from being somewhat isolated because of a single
ORL approach without a metamodel and MDA-based
transformation support, and inadequate usability due to a
direct representation of the ORL's abstract syntax in a UML
profile.

In the approaches that base the ODM completely on OWL,
the ODM is a platform-specific metamodel for OWL
ontology definition. The advantage of this approach is that
MDA tools can be used for model management and
transformation of an ODM model into a model of another
MOF-based language, according to a transformation
definition. Moreover, like all MOF-based languages the
ODM supports an XMI serialization that allows tool
interoperability. The UML profiles enable the use of
existing UML tools, which right away become ontology
modeling tools. These benefits are balanced by the
problems that the direct mapping of OWL constructs into a
modeling language brings. Several OWL constructs like
restrictions cannot be well represented visually. Their
graphical presentation is very awkward and results in
complex and clumsy models. This results in reduced
usefulness and productivity. The use of OWL terminology
leads to a lot of synonyms and homonyms for UML
constructs that cause confusion. A business engineer who is
not familiar with the Web Ontology Language is not likely
to be familiar with the UML profile for OWL. An
experienced ontology engineer on the other hand would
have to handle the specialties and pitfalls of the UML.
Although we identified several issues where the University
of Karlsruhe's proposal (Section 3.3) does not use original
UML constructs (especially the complete OCL), we believe
this is the best attempt so far (of the ODM proposals) to
match UML constructs with OWL constructs and thus to
increase the usefulness of such models. A critical issue is
the difference between the UML closed-world assumption
and OWL's open-world assumption. An ODM-based
approach that only uses the UML concrete syntax only has
to frame rules for its correct open-world semantics usage,
although this might be a problem for experienced UML
users. However, a profile based approach is technically
bound to the UML semantics. Only the current ODM
submission partly addresses this issue by adding a
foundational ontology.

The current ODM approach facilitates interoperability
among IRLs. It allows UML models to be translated into an
OWL Full model and afterwards into any other ORL
ontology. However, the UML to OWL mapping guaranties
only lightweight ontology modeling support for the UML,
otherwise the UML would have been used as the ODM in
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Table 1 Comparison of the presented approaches with their characteristics
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the first place. The special role of the OWL metamodel in
the ODM reinforces the gap between the two technology
spaces and compounds the confusion within the MDA
framework as it tries to establish another general purpose
modeling language in the MDA architecture. This
reinforces the message that there is a fundamental
difference between system, knowledge and data
representation.

Neglecting the OCL forces the representation of all OWL
DL constructs as graphical constructs. The problem of this
approach lies in the characteristics of graphical
representation languages. As was already realized in the
0O-modeling community it is not possible or favorable to
represent every logical construct in a graphical modeling
language. The important disadvantage of a visual language
is that some logical statements, which could be easily and
concisely defined in textual languages, get very complex
and cumbersome in a visual language. The
usability/complexity trade-off which makes visual
languages easy to comprehend in general but clumsy for
representing complex expressions led the OO-modeling
community to develop the OCL as an equal companion of
the UML. Unfortunately, only one approach to ontology
representation using the UML has so far taken the OCL
into consideration.

A few of the different characteristics of the presented
approaches are depicted in Table 1. The initial requirement
was a user-friendly language that can be easily translated
into ORLs. Both characteristics can be read off the table.
The second is clear for a language that is already an ORL.
How the UML can be translated into OWL and other ORLs
is not completely explained. Usability, on the other hand, is
composed of several sub-properties (homogeneity of
language environment, instant access, deflection from
familiar standards, efficiency of modeling, etc.).

5 Conclusion

In this paper we have characterized the space of possible
strategies for integrating ontology representation and
modeling technologies. We have identified the three major
schools of thought on how this should be achieved, and
have analyzed all the existing proposals to a reasonable
level of detail.

This investigation has revealed that contrary to popular
belief UML/OCL is a potential candidate for use as a
higher-level information representation language for
enterprise information. In fact UML/OCL is as good as an
ORL for supporting the semantically precise representation
of information provided that the appropriate frame
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conditions are defined using OCL constraints. Therefore,
given the very high number of educated UML designers
who already use it for requirements engineering and
business process design, as well as the ease of use and
broad tool support for the language it makes sense to use
the UML as the basis for the standard information
representation language.

While the ODM claims that the UML is only needed for the
support of legacy information [25], we believe that the
UML as a platform-independent metamodel should have
the primary role in ontology modeling. The different ODM
metamodels serve as platform-specific metamodels, and
mappings between the UML and these metamodels act as
MDA-compliant transformation rules. The UML profiles
will not be the primary ontology development syntax for
the end user but an intermediate format for specialized
MDA engineers. The user can still choose between
different expressivity and computability trade-offs, but will
only need to model once in the UML.

A fair compromise would be the parallel existence of both
approaches. This would afford the same bidirectional
mappings to and from the UML as they are currently
available for OWL Full. The user could then choose which
language — the UML or the UML profile for OWL — that he
or she prefers for platform-independent ontology modeling.

The problem with the UML/OCL framework at the moment
is that it is too powerful (i.e. too expressive) rather than too
weak for the purpose of creating semantically precise and
computational representations of enterprise information.
What is needed, therefore, is a way of tailoring the frame
assumptions that bound the semantics of UML models so
that, where needed, they can be restricted to the semantics
of Description Logics which have desirable computational
properties. However, this does not imply the need for
disjoint sets of features or complex mappings between
visual but semantically vacuous pictures of enterprise
information and concrete but user inaccessible
representations. On the contrary, it implies the need for a
single unified core set of modeling features supported by
tailorable frame assumptions [22].

Thus, to conclude, we firmly believe that the approach
advocated by the first school of thought is the correct one
in the long run, that the current ODM proposal is an
important part of the final solution, and that the other
approaches, while representing helpful bridging
technologies, should not form the basis for a future unified
enterprise information representation language.
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Abstract also inter-integration among business partnersakem
seamless business processes. This also makes

Unfortunately, there is no previous approach to enterprises focus only their core capabilities beirt
fu”y Support the designing and the managing of value Chain, while they collaborate with other
Virtual Enterprise (VE) in an elegant manner, besau ~ €nterprises that have other complementary cagabilit
of the diversity and turbulency of the business AS each enterprise operates as a node in the retwor
environments. This observation has motivated thisthat is composed of suppliers, customers, engineers
research to develop an integrated systematic and other specialized service providers, the pmaces
framework by harmonizing several approaches such ascentric loosely-coupled integration focusing on the
Enterprise  Architecture  (EA), framework-based Optimization of the value chain is emerging as sulte
development, Model Driven Architecture (MDA), and [1]-
meta-modeling approach, etc. Therefore, new enterprise models which support

Accordingly, the issue of this research is to ssgge process-centric loosely-coupled integration arelade
an enterprise architecture framework based on MDA These models can be derived from the latest
to contribute to the configuration of the VE. A th approaches such as Enterprise Architecture (EA),
MDA approach is similar to the business formatién o framework-based development, ~Model  Driven
the VE: business scenario design, business procesé\rchitecture (MDA), and meta-modeling approaches.
design for business logic, and functional design fo Using these approaches, the value chain can be
execution, this framework can be used for businesscombined dynamically and optionally through “plug &
managers or business domain experts to build thePlay” way on the business environment. Moreover, if

collaborative VE models quickly and effectivelyhwit the buzz information technology, namely Service
insights. Oriented Architecture (SOA), is grafted togethdre t

complex and dynamic business process of the Virtual
Enterprise (VE) can be considered as a set of cervi

1. Introduction components in order to support the collaborative
business processes.

Today, enterprises are facing a rapidly changing . There have been, however, some critical problems

business environment and can no longer make " the realization of the VE so far. Firstly, theafl
predictable long term provisions, because of the gusme;,s proc(:jesseslof éhe_\(E are .Vet?l’ context-
turbulent market conditions, regulations of the kitng hepen eg.t an lcort'r)wp ex. S0, It is not suita ﬁ Kg)flip
conditions, fast technological mutation, and soamd € traditional business ~ process = methodology.

the business competition is no longer enterprise to_SecondIy, the VE has multiple stakeholders who are

enterprise, but value chain to value chain such aginterested _in different aspects of the enterpriselefs.
design chain, supply chain, and customer chains Thi But there is no comprehensive modeling approach to

requires not only intra-integration of an enterprizut support diverse modeling component required by the
q y ¢ ® stakeholders. Thirdly, the business processes cdE
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very distributed and heterogeneous across the value2.2. Enterprise Architecture (EA)
chain. However, there is a lack of standard dédfing
and effective mechanisms which guarantee the The term “Enterprise Architecture” refers to a
interoperability of the enterprise models. comprehensive description of all of the key elersent
Unfortunately, so far there is no approach thayful and their relationships that make up an organimatio
solves these important problems in the realizabbn [4]. The EA identifies the essential processes
the VE. This research suggests a new systematiqperformed by the VE, shows how the VE performs
approach harmonizing above mentioned approaches. Ithese processes, and also includes methodologies fo
is a coherent enterprise modeling framework that the configuration of the VE [5]. These featuresteéaa
underpins the representation of enterprise modefs f  business managers to understand how their enterpris
different viewpoints, at different levels of graatity, models are doing and to make decisions about ckange
generality and abstraction. This framework provides that lead to appropriate modification in response t
insights, enables communication among stakeholdershusiness environments.
and guides complicated change processes. This The earliest systematic framework that we know as
framework is expected to significantly contribubetite the enterprise architecture framework is Zachman
configuration of the VE. framework [6]. The key idea of Zachman framework is
The rest of this paper is organized as follows: that an overall architecture is made up of a nunaber
Section 2 describes previous works related to the V other architectural components that are focusing on
configuration framework. Section 3 explains the different, specific areas of concern [7]. SeveraBU
suggested VE configuration framework in detail. federal departments have developed their own EA
Finally, section 4 provides conclusions and future based on Zachman framework: Federal Enterprise

works. Architecture Framework (FEAF), Department of
Defense Enterprise Architecture Framework (DoDAF)
2. Related Works and so on [8][9]. The most extensive efforts umkde

in the development of reference architecture for a
Although there are a lot of interests in enterprise single enterprise have been undertaken by Genedalis

engineering for designing the enterprise modelksteth  Enterprise Reference Architecture and Methodology
is no well-established common methodology to (GERAM) [10]. GERAM includes the harmonization
completely support the agility and the interopdigbi ~ with software engineering, system engineering,
of the VE models. This research considers that thedevelopments of frameworks, and the researches on
following relevant approaches can play importatéeso ~ PERA, CIMOSA, GRAI-GIM, etc. which are reference
in developing a systematic framework for designing architectures to organize all enterprise integratio
the agile and interoperable enterprise models. knowledge and serve as a guide in enterprise

integration programs.
2.1. Business Process-centric Architecture

2.3. Framewor k-based Development

According to Smith and Fingar, the business

process management will be the heart of the future The framework-based development is usually said
business systems and will support the dynamicto be 2nd generation business process methodology
integration and collaboration of all participantsthe [11]. Important efforts are dedicated to exploitingst
value chain [2]. In the context of this researtie YE practices and design patterns of the business gsesg
is more focusing on what can be done to achieve thethe business components, and the architectural
common goals. And the VE should be more loosely- frameworks for the reusable sets of coherent design
coupled the value chains based on the collaborativeand implementation.
business processes between business partners. The Supply Chain Council (SCC) established Supply
collaborative business process is defined as afset Chain Operations Reference Model (SCOR) for the
linked activities that are distributed at busingagners ~ supply chain management domain [12]. In the domain
of the VE [3]. These business processes should beof tele-communication, Next Generation Operations
managed and controlled autonomously in a distribute Systems and Software (NGOSS) was proposed by
environment, because each business partners cian be TeleManagement Forum (TMF) [13][14]. And the
different places and different time zones. Accogtin Instrumentation, Systems, and Automation Society
the foundation of the VE is the process-centric (ISA) has tried to standardize the manufacturing
enterprise integration approach that is supportethé processes in Manufacturing Execution System (MES)
distributed business process management. domain [15].
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As many quality properties such as maintainability, = These up-to-date approaches have their own
portability, efficiency, reusability, etc., rely othe advantages, but they are dealt in separate doraaihs
framework-based development way, this is essetttial developed independently to address their own
design the agile and interoperable enterprise msodel purposes. There is not a common framework that can

and its loosely-coupled integration. Consequerttig, integrate these approaches in order to configuee th
framework-based development allows improving and agile and interoperable VE. This observation has
accelerating the development of the VE models. motivated this research to develop the enterprise

architecture framework based on MDA to support
2.4. Model Driven Architecture (MDA) enterprise modeling by integrating together the

advantages of all the discussed approaches.

As the technology platforms of the enterprise
systems continue changing quickly and the demahds 03. Enterprise Architecture Framework
integrating existing heterogeneous legacy systemsphgased on MDA
continue growing increasingly, new modeling
paradigm, namely MDA, has created a buzz of interes | order to configure the VE, the proposed overall
by promising to increase the productivity, the famework is illustrated in figure 1. The left-sidd
flexibility, and the portability of the enterpriseodels. figure 1 shows the process of the enterprise

The MDA, which is an initiative by the OMG, has a ¢qnfiguration. It contains 4 phases focusing oraitiet
strong correlation to the concepts of the SOAMA@e ot the enterprise configuration. The right-siddigtire
abstract level. As the MDA makes a distinction 4 briefly shows the facilities to support each ghas
between Platform Independent Model (PIM) and Each designing system suchE& DesignerMeta-
Platform Specific Model (PSM), it provides an open, model DesignerCIM/PIM Modelerand PSM Mapper
technology-neutral approach to the challenge of j5 associated with each relevant reference repgsito

business and technology change [16]. _ _ . local instance repository, and ontology repositdry.
The concepts of the MDA can be u_sed_ln designing jncrease portability, ~ efficiency,  agility —and
the VE models because the VE formation is estadadish interoperability of the models, each system redkes

through “business scenario design”, *business [E®Ce pest practices stored in each reference repositalgr
design”, and "business function design” after figli e concept of the framework-based development. To
business opportunity [17]. The MDA can be used by g,pnort the communication and the comprehension for

VE brokers who want to design VE models quickly yetrieval and use, each system is also connectéd wi
and effectively with insights. ontology repository.

2.5. Meta-modeling Approach R etr tory of e Models
EADesign Phase |\ I@ g T D
As “meta-model” means the rendering of a languag ® i
definition, the meta-modeling approach is beconing pefmng &4 Designer
standard way of defining and managing the metg
models for representing the enterprise models L ——
Therefore the meta-modeling approach can be used f L @ =
enabling the designed models and the defined met ey roceg toguege | o
models to have the interoperability with each ather Desianer
Recently, it has been demonstrated that the met
modeling can define concrete syntax and abstral
syntax, as well as semantics [18][19][20]. OMG has

Ly,

l

|

Configuration of Enterprise Models

CIM/PIM Modeling Phase |_~ @
Q) Ty

suggested UML profiles in the form of the extendec %P/;a
UML meta-model to make good use on particulal >
domains. And it has been discussed how a UMI o —

profile can be defined for a specific domain thaf @@&

requires a specialization of the general UML meta pu
Mapper

model in order to enable the UML to more precisely :
describe the domain [20]. The MDA defines the 4- Figure 1. Overall framework
layer architecture for structuring this meta-mouwigli

The following sections from 3.1 to 3.4 explain each
phase of the framework in detail.
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cell content list, the modeling language, and some
enterprise models and enterprise reference models.

3.1. EA Design Phase

First of all, the business partners of the VE disthb
a standardized collaborative model through the EA
which defines all the elements and the perspectifes
the enterprise models and explains how they worl

Enterprise Architecture

1. 1 1

e [MDA Model Perspective] 1 1 [ View [Modeling Domain] +.-
together as a whole. It is important that the fdrEa I k- — | 3
specification should ideally capture all the aspébat [
are unique to the enterprise system, and also inelp s
reasoning various architecture decisions. 1 Il | | e
The procedure to establish the EA is described a — _
N odeling Language Model Contents
fOI I OWI ng : -modeledwith
B Determine the organizational structure of the:VE [Enterprise Model] [Enterpriss Reference Model

The organizational structure of the VE means the |
business partners which take part into the business Figure 2. Meta-model of EA

processes of the VE.

Assign the roles of each business partnérke While the business process is not originally the
roles should be assigned to the selected majorcentral part of Zachman framework, the design ef th
business partners EA is based on the business process-centric
Decompose Views and PerspectivBgcause the  architecture in this research.

business components and the business processes, in

a broad sense, can be understood from a number of Consequently, we divide the column (views) of the
different views at different abstract levels, the EA into 5 modeling domains in this research.

process of decomposing and separating concerns o Process Domain Focusing on the business
various participants should be performed. processes of the VE

Establish the EAThrough the above process of m
decomposing concerns of various participants, the
EA can be built which supports the different views =
and the different abstract levels. According to the
framework-based development, a new EA can be
created rapidly and efficiently with reusing thesbe
practices of the existing EAs.

Fulfill the EA Once we have established the EA,
we begin to collect reference models that fulfikt
EA, such as business process models, information
models, resource models, etc., from the suitable
reference repositories.

Application Domain Focusing on the business
applications which support the business processes
Information Domain Focusing on the business
information or system information which supports
the business processes and applications respgctivel
Organization DomainFocusing on the participants
who are responsible for the support and execution
of the business processes

Technology DomainFocusing on the technology
environment and infrastructures which support the
business applications

Meanwhile, the rows of the EA are made of the

The meta-model of the EA in this research is different perspectives. The perspectives are the
constructed as figure 2. Basically, the EA has sdve contextual layer, the conceptual layer, the logiagéer
perspective layers and some views. In this researchand the physical layer in this research.
there are two assumptions: One is that each pdigpec B Contextual LayerDefining the goal, purpose and
of the EA refers to the models of the MDA such as  visions of the VE, which are restricting the busie
Computation Independent Model (CIM), PIM, and boundary. Regarded as CIM in the MDA
PSM [21]. The other is that each view of the EA m Conceptual LayerDefining the models of value
corresponds to one modeling domain in order to  chains of the VE in business terms, which are
support the different stakeholders such as business including its business processes, business paytners
process manager, information system manager, etc. Regarded as CIM in the MDA
organization manager, etc. who have different corece Logical Layer Defining the models of the business
and methodologies. processes and the business components in more

A pair of one perspective and one view produces an  rigorous terms than the conceptual Layer. Regarded
EA cell. And each EA cell provides a container thog as PIM in the MDA
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B Physical Layer Defining the deployed models

N - leta-modeling
related with specific technology platforms. &y" [ aporosch
Regarded as PSM in the MDA L MDA's

M3 Layer MOF Meta-Meta-Model & 4-layer .
( Meta-Meta Model ) g Meta-modellng
Figure 3 illustrate€A Designerfor the EA design rehitecture
H H H H UML Meta-Model

phase. A designed EA example is displayed in th¢  wwe = oot p
main screen oEA Designerand each EA cell provides 2
room for the contents list, the meta-model, th Mt Laver e ! e
enterprise models, and the enterprise referencelsiod

0 g T
Rt P CURger)
o (B @O P 0
A W?)"w‘&.“:‘ PR <
Modeling Domains

Figure 4. Combined ar chitecture of MDA and EA

nterprise
Architecture

As mentioned above, the contextual layer and the
conceptual layers of the EA correspond to CIM & th
MDA, and the logical and the physical layers
correspond to PIM and PSM of the MDA, respectively.
On the basis of this, CIM, PIM and PSM at M1(model)
layer of the MDA are built in our EA, as illustratén
figure 4. Above M1(model) layer, there is M2(meta-
model) layer where the modeling languages, i.e. the
meta-models, are defined to describe each model.

Figure 3. EA Designer Above M2(meta-model) layer, there is M3(meta-meta-
model) layer which is the top layer of the 4-layesta-
3.2. Meta-model Design Phase modeling architecture of the MDA.

Because the UML extension mechanism of UML

In this phase, modeling languages are developed toprofile appears to be very useful to define a soifitthe
describe the enterprise models which are compiised modeling languages, our meta-models are develaped i
each cell of the EA. the form of UML profiles, which is MOF-compliantt a

Of course, some generic purpose modeling M2(meta-model) layer.
languages such as UML or IDEF can be used. The internal architecture of UML profiles is given
However, when we are going to make it easier for aby figure 5. A language definition comprises an
domain expert to solve problems using models, it is abstract syntax, semantics, and any number of etacr
very important that the modeling language can blear syntaxes [20]. The abstract syntax is a model ef th
represent the problem domain [22]. In order to@ehi  valid expressions of the language, which is abtstac
more effective and correct modeling capability,sthi away from any particular concrete rendition of #os
research tries to bring in the idea of Domain Sjeci  expressions. There may be several concrete syntaxes
Methodology (DSM), and also tries to design the for one abstract syntax. Semantics concerns the
specialized modeling languages for each businessdefinition of what it means.

domain.
Standing on the basis of the meta-modeling O Lo e
approach, the specialized modeling languages can be
designed as the meta-models. To support it, this
research provides a combined architecture of the g
MDA'’s 4-layer meta-modeling architecture and the p < ]
EA, as shown in figure 4. — M gomantics
Concrete

Syntax

Figure5. M odeling language
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 Repository

Figure 6 illustratesMeta-model Designefor the

meta-model design phase and a designed meta-mode \QQD 4 _&d I:]l Enterprise
example.
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In the CIM modeling, we select some functional
areas and organizations of each business partivey us
the function-organization matrix that describes the
process stream and the organization stream of the
collaborative enterprise. With respect to the pssce
‘ ale L . stream, units of enterprise activities need to be
Figure 6. M eta-model Designer logically and temporarily ordered to realize the
products of an acceptable quality at the right gland

As shown above, the phase of designing the meta-ime. For the organization stream, organizatiomén
models makes progress on the EA. The designedand technical resources are systematically and
elements of the meta-model such as abstract syntaxiepetitively assigned for the enterprise activitiébe
concrete syntax, and semantics are packed in the EA Pusiness scenarios are modeled through the meta-

models for CIM.
3.3. CIM/PIM Modeling Phase In the PIM modeling, we perform the top-down
analysis to reveal primarily the business proceasels
nother business components according to the business
scenario. The revealed business processes, other
business components, and their relationships are
systematically modeled through the meta-models for

© () ACTIVITY Diagrar
ogran |
© ) STATEMACHINET | ¢ \
DEPLOYMENT Disg \
\
3 Sys T nagement | Ontology Query | Orfology Navige
92 . Otology Management | Onology Query | Orfology Nev

& 3 8PN v \

< >

The modeling process for the VE proceeds on eac
perspective of the EA. This process is based on top
down modeling paradigm in which more concrete
models are created from abstract models. Firstllpf a
business list, business purpose, vision, and bssine
boundaries are described at the contextual 1ayee. T _wmsyemem
value chains of the VE are modeled as CIM at thd™
conceptual layer. Then, the detailed busines{-=
components and the detailed business process
composing CIM are modeled as PIM at the logical
layer.

As the VE is considered as a set of value chain
which is made up of the collaborative business

mework (EAF) System

processes, it is natural that the enterprise maggide | iC

modeled with the process-centric approach. A- s g

generalized and process-centric representation fq =%l =] =8 CS)

business partners was presented and implemented A % sspmm = J—:
our previous research [17]. As our CIM/PIM modeling| . .25 NNLE O - SN > ;M %
phase is based on the modeling philosophy of th{ ‘= - - S msian T T\ =
previous research, CIM and PIM for the enterprisd. '~ - | il \ ==
models are regarded as the business scenariohand A ; T
collaborative business processes, respectively, & N 1 < >
illustrated in figure 7. ‘ . .

Figure8. CIM Modeler and PIM Modeler
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Figure 8 shows CIM/PIM Modelers for the mapped into or from the meta-model for PIM. This
CIM/PIM modeling phase and designed CIM and PIM meta-model mapping between meta-models at
examples. The phase of modeling CIM and PIM also M2(meta-model) layer enable to transform PIM into
makes progress on the EA. The designed enterprise®SM based on web service at M1(model) layer. The
models such as CIM and PIM are packed in the EA.  transformed PSM is expected to be possibly executed

on some web servers such as Axis, WebSphere, or
3.4. Deployment Phase WebLogic.

The designed enterprise models of the VE are 4. Conclusions
deployed into PSM for actual execution so as to be
suitable for specific technology platform. The VE based on the process-centric loosely-
In this paper, web service is considered as the bescoupled integration has become a key factor toigeirv
solution for PSM. Web service is a form of the SOA under the competitive business environment. This
which is intended to enable developers to createresearch is originally motivated by the need for a
service components that can be assembled andsystematic framework to contribute to configuratafn
deployed in a distributed environment. Thereforebw the VE.
service can be an ideal candidate for integrating The proposed framework, named Enterprise
enterprise application and setting up open andelges  Architecture Framework based on MDA, harmonizes
coupled information platform for the VE. several previous approaches which are dealt in
There are a set of key technologies and standardsiifferent way on diverse domains and are developed
for web service such as Business Process Executionndependently to address its own purpose. Therefore
Language for Web Services (BPEL4WS) and Web this framework can not only take individual advayes
Service Description Language (WSDL). They can be of each approach, but also produce integrated gyner
used for describing the web service models effects.
implementing the business processes of the VE. This framework can be used for business managers
In this paper, it is assumed that the deploymentor business domain experts to design the VE madels
phase can make progress through the meta-modehn elegant manner. This framework supports the
mapping between the meta-model of PIM and the configuration of the VE through the 4 modeling pdeas
meta-models of BPEL4AWS and WSDL for as follows: 1) EA design phase, 2) Meta-model desig

transforming PIM to PSM, as shown in figure 9. phase, 3) CIM/PIM modeling phase, and 4)
Deployment phase through web service.
— Although the framework is outlined in this research
rigorous further research for enriching this fraroew
is currently underway as yet. The researches on the
— magnification jssue of the implementing systems are also undeggoi
pr G Froi o G r mpA's and it is expected to get some more results sond.&A
= M2 Layer . . .
2oy - P model transformation mechanism based on ontology in
Sy 1—4\ —"*'—"l—'ﬂ B\ the deployment phase is being developed currently.
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From high level business rules to an implementation
on an event-based platform to integrate applications
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Abstract—in this paper, we show how to build an implementation froma  cult task. In the end, what usually happens is that each gtroje

high level description of business rules through successivmodel transfor- develops an implementation of an integration infrastreecthat
mations. The implementation of business rules can involvene integration is not compliant with any standard.

of several heterogeneous applications. The key element afroproposal is - . . .
the definition of a profile (EAI-Rules profile) whose objectie is to define We have defined a new profile, call&dI-Rulesprofile, with

a vocabulary to model the concepts needed to integrate busss activities the purpose of fi||ing some of the gaps and issues detected in

and applications. The profile is used to annotate the modelsna, due to its the EAI profile The main Objective of the profile is to define
well-defined semantics, we can assist transformations thé¢ad towards a ;

platform specific model that is ready to be executed. The spific platform & VocabUIarY_(i-e- ontql_o_gy) to mOdel_ thPT concepts needed to
is an event-based platform called Eleggua. integrate business activities and applications. UsinggBAé

Index Terms — Business Rules, EAI, MDA, Model Transforl-:{u'es profile, we have defined the following approach thasaim

mation. to give some answers to the challenges presented abo_vg._ (1)
Our profile introduces a vocabulary that enables the defmiti

of integration business rules at a high level of abstradtien,

to the Computation Independent Model [11]) (2) We assist the

The accelerated pace at which Internet centered techmslogiansformation of the model into a PIM (Platform Indepertden
have developed and the growing complexity of the nature Wlodel) that has as metamodel the EAI-Rules profile. (3) We
business have strengthened the need for organizatioresadycl propose a transformation scheme to build an implementafion
define business rules. These business rules should bedransiie PIM by merging it with a PSM (Platform Specific Model),
sal to the different processes in order to handle organizaki which in this case is aligned with the implementation model o
knowledge in an integrated and coherent way. This need for &m infrastructure called Eleggua [13].
tegration at a process level directly influences the busiaps The work presented in this paper is part of a project, deweslop
plication level that gives support to a process. Nowadaysi-b by the Software Construction Group, at the University of Los
ness processes include the interaction of various apjaicat Andes. The global projdbhas as main objective the definition
this situation raises the need to achieve an integratianhé® and implementation of an infrastructure for applicaticiegra-
as objectives enabling fluid processes throughout the @@antion and cooperation to support Global Software Develogmen
tion and providing a complete vision of each process. [14].

The definition of business rules associated to the intemratiThis document is organized in the following way: Part 1
of business applications is a complex task. Some of theesents the main characteristics and issues of the UML for
challenges are: (1) to achieve a shared knowledge of bussineél Profile. Part 2 introduces our EAI-Rules profile. The
domain concepts common to various applications; (2) talleapurpose of Part 3 is to show how business rules at a high
identify the exchange of information between applicatjontevel are expressed using an activity model annotated Wéth t
taking into consideration that each application handiéerdint elements of our profile. Part 4 establishes how the activity
data formats; (3) to precisely define the behavior and mestrinodel can be transform into a model (PIM) based on our
tions imposed by each rule; and (4) to validate the rules wigtofile. Part 5 presents the transformation rules from tfé PI
the users who know the process in a language that is eatilya PSM. Part 6 introduces some related works and compares
understandable for them. the approaches. We finished the paper with some conclusions
The OMG has defined the UML profile for EAI [16] in order toand future work.
give solutions to the challenges and to the needs genemated t
solve problems related to the integration of applicatiofibe
objective of the profile is “to define and publish a metadata in EAIl PROFILE

terchange standard for information about accessing aijuit The EAI profile is a UML profile defined by the OMG

interfaces” [16]. Its purpose is easing the tasks involvethe (Object Management Group) [16]. The profile provides a

integration of applications. dard hanism to defi lication int tioreinod
The profile aims to define semantics, responsibilities, aﬁg’_‘n ard mechanism to define an application integratiorsmo

restrictions of the elements that can make part of an intiegra using UML as language.

infrastructure. Nevertheless, it still has several isthasmake

it hard to use on integration projects. The profile has a vague o . . ,

definition of some of its elements. their restrictions d')feles The project is supported and partially financed by the "togti Colombiano
enniu > ! X v IR ! ict = ' para el Desarrollo de la Ciencia y la Tecnologia Francisise He Caldas’-

and use. This makes its understanding and application a diffOLCIENCIAS. Colombia.

INTRODUCTION
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Scenarios of Use To fill some of the gaps and issues detected in the UML for

The scope of the profile contemplates three scenarios of uEAI profile, we have defined the EAI-Rules profile and present

Scenario 1 considers the integration of applications tgmlnou'%%rIefIy in the next section.

connectivity.  Applications share a common architecture

and data. model for communicat_ion. The integr_ation can be EAI-RULES PROFILE

synchronic or asynchronic, and it must be possible to model . .

service requests, responses and notifications. EAI-Rules profile is a vocabulary that contains elements to
Scenario 2 considers integration of applications that rteed™©de! application integration. The scope of this profileds-s
share information: it describes how application sharermgp N210 1, integration of applications through connectiviind

tion using pub/sub business events as communication. $n tRfENaro 2, integration of appllcqtlons through s_haredrmfa-
scenario applications share business events and the kel ol0n- The profile is expressed using UML to define stereotypes
process at a conceptual level. Nevertheless, at a low cencf'd OCL [17] to define the restrictions on the elements.

level, data models can be different. One of the objectives of " thiS Section, we present three new concepts missing in the
this scenario is that it should be simple to add new partitipa EAI profile. Other stereotypes are introduced later as rétede
and services to an existing infrastructure. The three concepts are: 1) activities of interest that &igg

Scenario 3 considers integration of applications throug€Nts of integration 2) flow of information between actest
collaboration processes; it describes Business to Bu5in8§_d 3) actions exgcuted as response to events. ,Th_e profile con
(B2B) integration of businesses. In this context, integdatta'ns the semantics, _respc_)n3|t_>|l|t|es, and, r(_estnctml’neach
applications can be located on different organizationstena element and the relationship with each other in the profile.
completely different business domains.

_ Method €% [ N— MethodParameter €3
The Metamodel and the profile : :
The EAI working group defined a metamodel; this me d
model of integration is a specialization of the FCM (Flow G¢ ™" "' HmepL R ]
position Model) of the EDOC profile (Enterprise Distribul = +opsenesls.- *abservationParameters| 1.7
Object Computing [4]. The EAI metamodel characteri Observation €9 ObsenvationParameter €3

+observation +parameterz

aspects related to connectivity, composition and behafitire
integration elements. At a general level, this defines timeasy
and semantics of elements such as EAILink, EAITermi ™ ouenation |

- ohservationkind: String i

EAIMessage, EAISource, EAISink, EAIAdapter, EAIFilt vt
etC. +localEvent
Based on the metamodel, the EAI working group has del LogicalEvert €9

its UML profile. The profile consists of two main componer |- evenikind. String
activity model and collaboration model. The first enablesin
eling of control and data flow between applications involved
in the integration. The second provides more detail abaait th
semantics of collaboration. In particular, this descrilies
exchange of messages between applications.

Fig. 1
MODEL OF OBSERVATIONS

Activities of interest

Discussion To model activities of interest that trigger events of inte-

The EAI profile is a potential tool to define, in a standar@iration, we have defined the concept @bservation An
way, any integration model. However, some open issues maglservation has the responsibility of intercepting thecakien
difficult the understanding and practical use of it in a re&@f a method in an application and generating a logical event o
context [3] [5] [7] [10] [12]. interest to other applications. Figure 1 shows a UML diagram
Some of the elements presented in the profile are incompkgfgthe main elements involved in an Observation. The Observa
Aspects related to their semantics, lifecycle and consirdp tion observes the execution of a method, there is a reldtipns
not have enough detail to enable a transformation toward Rgfween the parameters of the observation and those of the
implementation. method, and an association between the observation and the
Additionally, the relationship between the two componenggnerated logical event.
constituting the profile is not clear. The profile is missing a
mapping that correlates the concepts shown in the activit )
model and those in the collaboration model. Software AFOW Of Information
chitects have to wait until implementation to make importan To model the flow of information between activities, the pro-
decisions because of these gaps. Moreover, currently file defines the concept dfogical Event A logical event is
industrial provider has completely implemented the profile  defined by its type (EventType in figure 2) and its parameters
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(EventParameter in figure 2). The event type of the logical BUSINESS RULES ANNOTATED WITH THEEAI-RULES
event, represents a domain concept common to a group of ap- PROFILE
plications. Applications interested on receiving notificas of

. . . We now present a simple example scenario to illustrate the
a particular event type, have to subscribe to it. P P P

use of the profile. The example scenario takes place in the con
text of the business processes of a software developmeséhou
This organization has two fundamental business policié¥: (
Planning and tracking all the activities, and (2) Cost eavesnt

LDQ'“.S'E_"E”.‘ D lrevert +eventrype|  EveniType €3 based on employee time logs registered for work activities.
= B¥anikin: Sy 1|~ domain: String These policies derive various business rules; we have
selected two of these in order to illustrate our approach:
+event | 1 R1: For each defect detected during the execution of a tast pl

an activity for correction has to be created and assignedeo t
responsible user.

R2: The total time spent performing the defect correctiak ta
has to be recorded for quality metrics purposes.

The rules above are expressed in plain English. The ultimate
objective is to transform these rules to something exedeitab
automatically. The following sections present the stepgsuie

sue this result. Each step consists of assisted transfiomsat
based on the models.

+parameters | 1.7

EventParameter €3

Fig. 2
MODEL OFLOGICAL EVENTS

Other stereotypes related to events are presented later to .
annotate the business rules. CIM transformation

We have defined two assisted transformations to express the
business rules in a particular CIM: (1) Transformation from
Actions plain English to an activity diagram that specifies the tdlo
support the process and shows the exchange of information

To model the actions executed as a response to an eventP@veen activities. (2) Annotations on the elements of the
profile defines th€CA Ruleconcept. An event type, a conditiondiagram (activities, transitions, and events) with theesteypes
or filter, and a set of actions define an ECA rule. A notificatioiefined in the EAl-Rules profile.
of a logical event triggers the execution of a rule whose igpeFigure 4 summarizes the result of both transformations tesru
the same as the one defined in the rule. Once the rule is tffft and R2. The example scenario includes the interaction

gered, if its condition is validated, the set of actions is@xed. Of two applications: Hammurabj which is used to create
software-testing plans, registration of results of testcetions

and creation of defect reports; a@ionos which is used to
plan activities and register time logs.
TargetAdapter €9 The main points of interaction that need integration forsthe
applications are: (1) when a defect correction is assigne t
[F user inHammurabi(Fig. 4 activity 1), automaticallyGronosis

notified of this event and creates a new task for the deveiaper

B . e charge (Fig. 4 activit_y 2). Afterwards, the develop_er inrgea
EveniTyne € | svantType +ruls | 2 has to register the time spent performing the activity (FHg.

sourcekind: String

= amaln: B L i activity 3). (2) Once the developer finishes and closes tlg ta

T | (Fig. 4 activity 4) total time spent is sent tdammurabifor
sactons 17 generation of reports on defect corrections.
Action € : FrimitiveOperator €3

+action +

0.F 1

Annotations using the profile

Fig. 3

MODEL OF ECA RULES The elements on the activity diagram have been annotated

with stereotypes belonging to the EAI-Rules profile (Figdye

These stereotypes are:

e Observation:; annotates the activithssign defect correc-

These actions can generate new logical events or invdlan. It indicates that the execution of tlassignDefecinethod

external application’s services. Figure 3 presents the UM&observed and as a consequence, a logical event is gaherate
representation of the main elements involved in the defimitie  LogicalEvent: annotates an element, of the activity dia-
of an ECA Rule. gram, Signal Sending or Signal Receipt. Signal Sending in-

dicates the logical event generated by an observation. in fig
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ure 4,defectAssigiis the event generated yammurabi(pro- a task to correct the defect.

duce stereotype) and received®gonos €onsume stereotype  The next section presents how to perform a transformation to
The figure shows also thegicalEvenannotation on the Signal a PIM from the information provided in the activity model.
Sending and Receipt.

TRANSFORMING BUSINESSRULES TO APIM

We use the example scenario to show the transformation.
This section presents the transformation required to mibael
interaction betweerHammurabiand Cronos when a defect
correction is assigned iHammurabi

121

«Obsgervations
1. Assign defect
catrection

azsignlefectdefect, usen
v

Transforming an observation

aproduces
¥

¢LogicalEvents

cLogicalEvents

defectAssign

azsignDefectiprojectld,
tastcase, defect, responsible)

defectissign

wdispatehw

wCOnsUmes

3. Register time lay

«Transformers
TransformerDefectissign

zLogicalEvents
DefectdssignEvent

+ewent

<ECARuUles
2. Create defect tags 1 generates 1 i
carrection task sourceKind = Obiservation kind = global

+transformer 1
iz transformed

ACTIVITY DIAGRAM

=
g @ +localEvent 1
£ s ’
£ o «LogicalEvents «ObservationParametars
% DefectAssignLocalEvent CihserationFarameter
tags
kind = local +parameters 35 1.7 +obsenationParameters
«Obsenations ymm———
ocaleven
4, Close task generates haz obsenves
HinishT askD efect(id T ask) Sobsenation | +observation
aproduces «Ohservations 1 1 +methodParametar
7 ; DefectAssignOhservation
«LogicalEvents sLogicalEvents 4 «MethodParameters
finishTaskDefact - finishTaskDefect MethodParameter
adispatchs
tags
T ohserationkind = nalntrusivel
finishTaskDefect(idDefect, total Time)
Tt +parameters /% 0.7
+obsenation 1
has
«ECARUles "
5. Register defect tatal T ethoq TMethed |1
correction time zPrimitiveOperatars zMethods
Hammurabhi Method
+application +method
ha:
1 i
Flnal
Fig. 4 Fig. 5

LOGICALEVENT PRODUCTION

Dispatch: indicates that a logical event generated by an Figure 5 shows the class diagram corresponding to the

application is dispatched to applications interested ené&vof observation and generation of a logical event to assignctiefe
this type. In this dispatching process, the event can gaitilra correction. The stereotyperimitiveOperatoridentifiesHam-
transformation according to the business rules. The aasmei murabi this element is used to represent system applications.
between the SignalSending and SignalReceipt is marked withe application has several methods some of them are of
the stereotype dispatch because it represents the prdagiss ointerest for the integration model. In those cases, an @bser
patching of the event from the producer application to trenév tion element has to be used to model the interception of the
consumers. In this case, before the dispatching proceskdh methods.

ical event can be transformed and new parameters can be addesl transformation is achieved in the following way: (1)
to it.

ECARule: indicates activities that are triggered as reactian Hammurabi

the swimlane (Fig. 4) represents activities that are redliz
This external application is represented in

to a previously generated logical event. In figure 4, thevagti Fig. 5 as aPrimitiveOperator (2) Assign defect correction
Create defect correction taglas arECARuleannotation. This activity (Fig. 4) is represented as an Observation element
means that when the evaddfectAssigiis consumed, the rule is (DefectAssignObservatioim Fig. 5) that is intercepting the
triggered and it creates automatically, to the developenarge, execution of theassignDefectethod. (3) Arguments for the
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assignDefect(defect,userethod are used to complete th&CARule is included by default to validate that the paramsete

observation parameters. from the event match the ones needed by the rule. In this case,
the condition checks that the event has as parameters e ide
fication for the project, test case, the defect and the resplen

Transforming a logical event user. (3) Finally, the application, modified by the actiagp-

The execution of the method of interest, in this cassign- "€seénted by &rimitiveOperator

Defect triggers the observation whose execution generates a
LogicalEventof local type. The Transformer transforms this

event into alLogicalEventthat might have more information, ehstinne Rnhebnerdiars
data transformations or filtered information. CreateTaskAction [*2°1o" *application Cronos

In figure 4, the link that joins the SignalSending and SigealR yIRmRkeE RS M

ceipt elements is of typdispatch this is represented in figure 5

+action 1
execute

by the classlransformerDefectAssigmhich adds information

to the event and generates a newagicalEvent In the activ- rule [1

ity diagram, the link that joins activity 1 with the logicalent JECARUIes

defectAssigmas theproducestereotype, this indicates that the |assignDefectCaorectionRule <Filters
logical event must be published; this is represented thrdlg MR has MR hackParameterFilter
use of thePublicationOperato(Fig. 6). tags 1 1 |
Once the transformation generates a logical event, it isteen | Kndsource = notification

a PublicationOperatorelement. This element notifies all inter-

+rule 1

ested rules of the occurrence of the event. To perform thHé-not
cation, thePublicationOperatorelies on theSubscriptionTable
element. This shared resource stores information on sipbscr
tions to the event types in the system (Fig. 6).

notifies

+publisher|1

«FPublicationOperators
FuhlicationZperatar

«SubscriptionTables Fig. 7
SubscriptionDAD LOGICAL EVENT CONSUME
+resource / 1
uses
+publisher |1 <ECARuUles ELEGGUA PLATFORM

B Rieatantnera AssignDefectCorrectionRule

PublicationOperator |[FPublisher  *+rule Figure 8 presents the main components of the Eleggua plat-

1 amefifles Kmdgomef%inﬂcanm form. These are: in the center, a distributed Event Notificat
System (ENS) and around it, the Application Representsitive

(AR), one for each external application involved in the grte

+operator 1
iz received

+eventin 1 tion. The ENS provides event notification services and the AR
«LogicalEvents mediate the communication of applications with the ENS.
Relecihsaignkvant Each Application Representative executes and manages Ob-

servations and ECA Rules. The distributed ENS manages event
types and subscriptions and offers services for event ttisray
and notification.

Figure 9 presents the components and relationships of the
infrastructure that implements the components in Fig. & th
DEM (Distributed Event Middleware) and the CP (Cooperation
Proxy) that implement the ENS and Application Represergati
respectively.

Through thePublicationOperatorelement, the ECARule, The DEM is a distributed component that offers the basic
subcribed to the event type, is notified of the occurrenc@ef tfunctionality of an ENS: subscription to event types andn¢ve
event. Once th®efectAssignActiorule receives the event, itnotification. The CP implements the application representa
evaluates its conditions and executes the specified actions tive by offering services for registration and processihngGA
our example, the action creates a task for the correctioheof Rules and Observations.
defect. The chosen implementation is based on Enterprise Java Beans
Figure 7 shows the result of the transformation from thevigti [15]. The ECARuleProcessoffFig. 9) is a session bean that
diagram. The steps were: (1) the link marked with the stergarocesses logical events generated by the observatioagsac
type consumas represented in the diagram using thgblica- (local events) or notified by the DEM (global events).
tionOperatorand ECARuleelements. (2) A condition in the Figure 10 presents th®bservationProcessoand other main

Fig. 6
LOGICAL EVENT DISPATCH

Transforming a ECA Rule
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[ ;
M EE’;::;:“ rles «SESSI.DHBE!GI:]D
Application X tor application X, | ObservationRegister
.‘/ Event types T
Eh Subsecriptions ‘
Application e
Representative e 4
2 esessionBeans ObservationvO
Distributed ENS T ObservationPracessar o S
Apphcatlon - ewentType
Representative ¢ + processObservationd: LogicalEvent =7
Application 5 M
Representative Application Z chspects
ObservationAspect ObservationParametery/O
External + <=advice== beforeExecution] nalme
Application ¥ + «=pointcut== interceptediethodd & MallE
+ ==advice== afterExecution

Fig. 8

ELEGGUA PLATFORM Fig. 10

OBSERVATION PROCESSOR ELEMENTS

BN 2] to evaluate the condition of an ECA Rule; teeecuteanethod
implements the actions of the rule.
CP @
¢hessionBeans ¢SessionBeans
«3essionBeans ECARuleRegister ECARuleProcessor

ObservationProcessor

+ processBEvent (LogicalEvent); void

+ processObservation): LogicalEvent

¢SessionBeans
ECARuleProcessar ECARulevD slhtefaces
IRuleExecution

- eveniType:
- local boaolean
Fig. 9 ﬂ'
COMPONENTS OFELEGGUA 1 |

RuleExecutorClass

+ ==placeholder== checkZondition{LogicalEvent)
+ ==placeholder== executelLodicalEvent)

elements of the specific implementation for observatiortse 1
ObservationProcessaffers services to the aspect cladsser-
vationAspectThis aspect class intercepts method execution and
creates af©bservationVbject with itsObservationParame-
terVO objects for processing. Th®bservationRegistelbean
offers services for registration of new observations. Asger-
vice interception uses AspectJ technology [1].

Fig. 11
ECA RULE PROCESSORELEMENTS

During execution, the aspect class that implem@itiserva- TRANSFORMING THEPIM TO A PSM
tionAspectntercepts the execution of the method and creates an
ObservationVbject passed to th@bservationProcessor We now describe the main elements of a transformation from

Figure 11 presents thECARuleProcessoand other main el- the PIM to a PSM based on Eleggua. For reasons of space, we
ements of the specific implementation for ECA Rules. Thanly give a brief description of the transformation of theima
ECARuleProcessoreceives logical events for processing andlements described in the PIM: observations, events, amd EC
executes them usingRuleExecutorClas®r an ECA Rule that rules.

matches the event type. The methdteckConditioris used
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Transforming an Observation rules, which involve integration of applications. Our asgu

An aspect class that exten@bservationAspeand imple- tion is that the execution of a complex business pr'ocessweso
I%'uwnes supported by different (distributed) applioas.

ments the point cuts and advices represents each Observaﬁ lation to th h . h based on MDA
element from the PIM. This aspect intercepts the executfoné} refation to tn€ approach, ours 1S an approach based on '

a given method and passes the observation t&@&RulePro- ven if. we share W.ith the_ other BRMS systems the expression
cessor of business rules in a hlgh-level Ianguage_close to the_ user
During execution, the aspect class createOfservationVO ""?”guage’ the transformation t_owarQS an |mpIementat|or_1 IS
with the ObservationParameterand MethodParametermod- d|ffer_ent. The.advantage MDA gives I|es-on the trans-formatl

eled in the PIM related to the observation element. functions, which can produce different |mplc_ame_ntat|orlmfr

An ECARuleVOrepresents the transformation element refetllje same model. In JRules the trgnsformanon is done always
enced by an Observation. TREE€ARuleV(nas it local attribute o the (ILOG Rule Language), which is the language the rule

set to true. This local rule executes the transformation aﬁﬂgt'r?e can extecgtef: busSi | . th h
notification of a Logical Event instance to the DEM. urthermore, to define business ruies, In our case, the aser

to know the services of interest provided by the applicatjon
and be familiar with the EAI-Rules profile. The user is unaavar
about any specific implementation; nevertheless, usindge3Ru

_ _ the user has to know the BOM (Business Object Model), which

The LocalLogicalEventmodeled in the PIM referencedis quite close to the java classes in the implementation.

by the Observation is modeled during execution akogi- A current disadvantage of our work has in comparison to the
calEventVOproduced by theObservationProcessosession market is that most of the systems have powerful tools to defin
bean. the rules and to monitor and administrate their executiod; w

A LogicalEventVQgenerated by the ECA Rule that represenige not there yet. As we explain in the next section this is par
a transformation element in the PIM models the logical evegf our future work.

referenced by the transformation.
The DEM manages and stores event types and subscriptions.

The ObservationProcessquasses its produced events directly CONCLUSIONS AND FUTURE WORK
to the EventProcessor A local ECARuleVOrepresents each
transformation element from the PIM in the PSM.

Transforming a logical event

In this paper, we have presented an approach to transform
high-level business rules to a specific implementatiorfqiat.

The approach uses the EAI-Rules profile, based on the EAI pro-
Transforming an ECA rule filg, p.rovi.des a vgcabulary that contains elements to moglel a
plication integration.

A global ECARuleVOrepresents each ECA Rule elemenjyg 5150 presented an example scenario to show how the profile
with its respective filter element from the PIM. Additionall can he used to describe business rules. The example prasents
the transformation includes creating a class that exteels f,nsformation from a CIM to a PIM annotated with the profile
RuIeE.>_<ecutorCIassth|s class has placeholders in tbpec_k- using activity diagrams and the stereotypes defined. Fina
Condmc_)n( ) and execute( )methods. Placeholders indicatgnroduced a platform (Eleggua) that implements the prafile
places in the code that the developer must complete. Thgsgyief explanation of transformation from the PIM to a PSM
methods implement the filter element and ECA Rule elemgfised on Eleggua.

fromthe PIM. _ _ The presented profile and transformations aim at reduciag th
The transformation also assists the regeneration of themedt ompjexity involved in the definition of business rules. Hev

application code to include AspectJ interception of mestfod \e|ess; the transformations presented are assistedrebnba

observations. The transformation generates a build filé WEompIeter automatic. A lot of work is left to be done in devel
placeholders that recompiles and redeploys applications. oping tools that reduce the work

involved in the transformation process and ease the admanis

tion of the rules.

On the other hand, the validation of a PIM model is an area
The BRMS (Business Rule Management System) deals wittat still needs further work. We are currently designingigo

the problem of maintaining a system due to changes in tthat help model and simulate a business process PIM before a

business rules. Usually, a business rule is set in the coddrahsforming to any PSM using executable UML.

the several components affected. A BRMS aims to overcome

this problem by “separating the definition of policy from

implementation and code details” [8]. [1]  Aspect team. http://eclipse.org/aspectj/. Lastetsion 2005-01-23.

There are several BRMS in the market, such as ILOG JRules Blaze Advisor. Business Rules — Fair Isaac Corporation.

[9], HaleyRules [6], Blaze Advisor [2] and some more pointelttp://www.fairisaac.com/Fairisaac/Solutions/Entesg+Deci

mentioned in [8]. sion+Management/Business+rules/. Last visited on 2005-0

The difference between our proposal and those BRMSs resi@8s

in the scope and in the approach. Concerning the scope, Bur DSTC, Hitachi, Ltd., IBM Corporation, Oracle Corpora-

work specifically addresses the problem of defining busingsmn, Rational Corporation, Unisys Corporation. UML Prefil
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Rule-based business process modeling and
execution

Stijn Goedertier Jan Vanthienen

Abstract—A process model is called rule-based if the semantics of its be possible to simulate aspects of data semantics using a process

case data and acthvity flows are expressed by means of fujes. Rules havjescription. The latter, however, is often argued to overburden

een recognized before as powerful representation forms that can poten- o . - .
tially define the semantics of data and process resources. To date, however,!:)r(_)ce_s_S descriptions. Moreover, the '”9'“5'0” of data Sema_mtlcs
there is no consensus on how to link the enforcement of rules, the manipu- iN individual process models goes against the above mentioned
lation of data and the execution of processes. Moreover, it is witnessed that principle to avoid duplication of resourcefRule-based busi-
complex data and process resource descriptions in the form of a number of ness process mode"n-@ contrast. has the potential of aIigning
constraints, deduction and reaction rules lack expressivity and comprehen- . . ! .
sibility. In this paper, we set out for using process and rule set metamodels the semantics of both business vocabulary and business process

to concisely represent the semantics of case data and activity flows in busi-descriptions in a natural and concise manner.
ness process models. In addition we show how to generate a syntactically

verified and semantically validated corpus of definite Horn clauses thatcan g Existing rule Ianguages

be used in the execution of the modeled process.

The literature categorizes business rules in three basic types
[5]: constraints and derivation rules, which define the semantics
of data resources, and reaction rules, which define the seman-

Software engineering aspires to avoid the duplication of rgcs of process resources. Rules have been recognized before
sources. This is a fundamental principle which is based @8 powerful representation forms that can potentially define the
the experience that systems with duplicated resources soon&etantics of data and process resources. Dietrich et al., for
later run across a myriad of difficulties. As with data in the pagkample, describe the behavior and knowledge of an artificial
and process descriptions at present, logic is gradually becoméént using a set of derivation and reaction rules [1]. In this pa-
the next resource to be managed outside individual applicatiopsr we enhance the expressivity and comprehensibility of this
Through the separation of so called business rules from applpproach, making it suitable for rule-based process modeling.
cations, itis hoped that changes in business logic will no longexpressivity is enhanced, because we allow process rules with
result in an avalanche of required application updates, and wmposite events [6] and long-running activities. Comprehen-
thus reduce the IT bottleneck when bringing about business pgbility is enhanced because we consider rule sets rather than
icy changes. Separating logic from applications is the goal @fies as the atomic unit of logic.
rule-based software engineeringhich has the potential of sig-  The remainder of this paper is structured as follows. First we
nificantly improving the theory and practice of system designgive an outline of the architectural context of rule-based busi-

This separation, however, raises the problem of how to liffess process execution and situate business rules in enterprise
the enforcement of business rules, the manipulation of data angdels. Next we define a rule-based process metamodel that
the execution of processes. Several approaches to this pigéh be used for describing business processes as sets of process
lem are described in the literature, such as Dietrich’'s rulgules, which facilitates alignment with other types of business
based agents [1] and D’Hondt's approach which considers bugites. To enhance comprehensibility, we define a generic rule
ness rule enforcement as an aspect-oriented programming cregésmetamodel that is useful in representing different types of
cutting concern [2]. In this paper, business rule enforcementigie sets. Finally, we display excerpts of a process description
situated at the level of business processes rather than at the lgiglshow as a proof-of-concept how to generate a corpus of def-

of individual applications. In particular, we propose a procegsite Horn clauses from it that can be used in the execution of
and rule set ontology faule-based business process modelingie modeled process.

and an architecture foule-based business process execution

|. INTRODUCTION

II. THE ARCHITECTURAL CONTEXT OF RULEBASED
A. Existing process languages PROCESS EXECUTION

Rule-based process modeling is different from existing pro-Data, processes and logic are essential resources of any infor-
cess languages, because it allows to define both the flow-conitnaition system and can consequently be identified at any level
and data perspective of business processes. Formal processobabstraction. For the purpose of rule-based process execution,
guages like Petri nets [3] andcalculus [4] predominantly fo- it is useful to consider these resources at the highest level of a
cus on the flow-control perspective of business processes apdvice-oriented enterprise-architecture stack [7]. Such an ar-
validate sequence constraints only. Likewise, process executitiitecture stack, as displayed in figure 1, commonly consists of
languages like BPEL attach little attention to declarative forma-number of layers. Applications and databases of one layer
lation of case data semantics. In such process languages it maghtconcealed by the components and services of a higher layer.

Services can be combined forming long-running business pro-

Katholieke Universiteit Leuven, , cesses, which make up the highest layer.
Department of Decision Sciences & Information Management Business process models are flexible descriptions of long-
Naamsestraat 69 - 3000 Leuven - Belgium p p g

stijn.goedertier@econ.kuleuven.be, jan.vanthienen@econ.kuleuven.be  running interactions between business partners. Process in-
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business make up the state of the particular process instance, which
process and f rule t —if any — activities should be launched with which param-
rule layer entorcemen eters? Are the preconditions, such as sequence constraints,
of the activities to initialize satisfied?

5. Notification rules: in case an activity is launched, which
service and parUmp;rststrs]_houI?‘fk.)e ?_otnled and what data elements cor-
component respond to this notification”

layer
[1l. RULE-BASED BUSINESS PROCESS MODELING
Enterprise models are abstractions of different aspects of an
S— — enterprise, typically with a purpose to understand and share the
application | Mes | == knowledge of how the enterprise is structured and how it op-
layer | erates [8]. In addition to the purpose of knowledge manage-

ment, enterprise models can be a foundation for model-driven-
architecture. In the context of rule-based business process mod-
eling, three submodels of an enterprise model are particularly
relevant, as displayed in figure 2.

« A Business Vocabulary modebntains the knowledge ar-
tifacts of an enterprise model. It is often argued to ex-
stances represent a sequence of activities that are triggered by press Vocabulary Models using fact-oriented ontology lan-
business events and that represent the invocation of services. guages rather than object-oriented ontology languages [9].
The execution of business processes is governed by a so called At this level of abstraction, little matters how attributes
process engineln the context of rule-based process execution,  resort under objects. In the context of rule-based model-
a process engine has the following components: a message han-ing, fact-oriented models are particularly useful because
dler, a persistence mechanism for case data, an inference enginethey are closer to natural language and logic programming,
and a mechanism to invoke services once their corresponding than object-oriented models. For the purpose of this paper,
activities have been initialized. we settle for a vocabulary language with only two con-
In correspondence with the perception-reaction cycle de- structs: unary predicates to indicate domain classes and bi-
scribed in [1] and the decomposition principle in reactive agent nary predicates to indicate domain properties. These con-
architectures in general, we decompose the processing of an structs correspond to the class and property constructs of
event into a series of aspects, that can be addressed via a num-semantic web ontology languages [10]. In this paper, how-
ber of consecutive logic queries on an inference engine. Each ever, we refrain from using any specific ontology language
query refers to rules, which are to be derived from an enterprise for representing business vocabulary.
model. « A Business Process Modabnsists of process descriptions
0. Derivation rules: define facts that can be logically de- that describe how the enterprise interacts with external pro-
rived from other case data elements. Derivation rules are Cess participants and which internal services should conse-
used throughout the entire event processing cycle. quently be invoked. To enable rule-based process model-
1. Authorization rules: is the participant authorized to raise ~ ing, we devise a lightweight business process metamodel
the particular event? If this is not the case, any further pro-  of which the constructs are outlined in the following sec-
cessing of the event message stops. Is the participant au- tion.
thorized to provided the data elements that are contained Business rules models govern the dynamics of data and
by the event message? The data elements that violate au- pProcess resources. Consequently, Vocabulary and Process
thorization rules are left out. models are related to business rules models [8]. Vocabu-
2. Input validation rules: do the data elements — if any —  lary models are related #Business Rule Modelbecause
that accompany the event satisfy the business constraints, business logic contains derivation rules and constraints that
given the available case data elements? Only if this is the define or constrain predicates of the vocabulary model.
case, these data elements are incorporated in the case dataConstraints, for instance, can define the (conditional) car-
of the process instance. dinalities of artifact relations. Derivation rules define pred-
3. Case data requirements:re all data elements thatarere-  icates that can be logically derived from the available case
quired at this or future decision points available? If thisis ~data. Process models are relatedBtesiness Rule Mod-
not the case, these data elements should be collected from €ls because business logic defines the state transitions of
the proper process participants or underlying database and process instances. This is displayed in figure 2. Business
application layer. The advantage of this approach is that it rules are undoubtedly powerful representations, but as we
no |0nger requires process participants to exchange mes- Will argue, rule sets rather than individual rules should be
sages of which the content is fixed a-priori. considered as the atomic unit of logic in enterprise models.
4. Process rules and activity preconditions Given the new To this purpose, we define a generic rule set metamodel in
event, and the events, data elements and activity states that Section V.

Fig. 1
ARCHITECTURAL CONTEXT
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BUSINESS RULES IN ENTERPRISE MODELS

IV. A RULE-BASED PROCESS METAMODEL

At this point it is not our intention to thoroughly describe the
precise semantics of yet another process language. Instead, we
specify a lightweight process ontology, that can be the founda-
tion for a rule-based process language of arbitrary complexity.
The main building block of this process ontology is a decision
point, in which control flow can be described using a set of pro-
cess rules. This rule-based nature of the control-flow descrip-
tion facilitates its integration with rule-based case data seman-
tics. How advanced control-flow patterns such as cancelation
and multiple instance patterns [11] fit into this rule-based frame-
work is outside the scope of this paper.

A. A process instance metamodel

Figure 3 represents a MOF/UML metamodel of rule-based
processes both at the level of process instances and process de-
scriptions. Let us begin our description of the process ontology
at the level of therocess instanceln our view, a process in-
stance’s state is defined implicitly by its data elements, events
and activity states.Activitiesare long-running, asynchronous
invocations of services that are initiated by the process engine.
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Depending on the required semantics of the rule-based procedsnhancing expressivity by adding fine-grained modeling con-
language, activities might have states such as ‘initiated’, ‘ex&@ructs often goes at the expense of comprehensibility. For in-
cuting’, ‘failed’, ‘canceled’ and ‘succeeded’. In the process larstance, we recognize that even a small number of process rules
guage we use in our example, the states ‘failed’ or ‘succeededh be difficult to verify and validate. To overcome this prob-
are notified to the process engine by meansaaiivity events lem, the process model modularizes process rules into decision
In addition to these internal activity events, the process engipeints. In the following section, we will describe a rule set on-
perceives or is notified of externaventghat are raised by othertology that can be used for constructing and representing rule
participants of the process. Case data is a collectiatats el- sets concisely.
ementghat are provided or retrieved either internally through
gueries on the application and database layer or from other par- V. A RULE SET METAMODEL
ticipantg. . In the latter case, the process engine keeps trac‘?x.c’fRule sets as the atomic units of logic
the participant that has provided a particular data element.
Rules are sometimes regarded as the atomic units of logic
B. A process description metamodel in enterprise models. In many cases, however, rule sets rather
The main building block of grocess descriptiois a deci- than rules should be seen as the atomic units of logic. First, to

sion point The event types, activity event types, and activit?”a_bl_e verificat_ion and validation, rules pertaining to a single
types that are relevant at a certain decision point are associtg@iSion regarding the vocabulary model or process model need
with it. In addition, a decision point consists of a sepedcess 0 e modularized in rule sets. For instance, the grouping of
rulesthat capture the precise semantics of the state transitioit¥$es that capture the discount policy of a retailer into one rule
Process rules consist of a set of conditions which involve m§ét: Provides an overview of all the discount cases. Likewise,
tiple events and data elements, and a set of conclusions wHERUPING process rules that pertain to a single process decision
involve activities to be initiated. Viaata element descriptionsP0iNt, enables to verify and validate the semantics. A second
the ontology allows to model the data elements that are requif€§SOn Why rules are not atomic is that groups with different
at each decision point, such that missing data elements carlldgPers of rules can be shown to have equivalent semantics;
retrieved dynamically from specific participants. Likewiggi- Moreover it is often the case that individual rules are dependent
fication descriptionslescribe which participants should be ng@f One another, for instance in the context of default logics.

tified of activity state transitions. For these reasons it is often useful to group rules like deriva-
tion rules, conditional constraints or process rules that define
C. The case for process rules the semantics of the same data element type or that pertain to

mtgg_same process decision point in one rule set. In such a rule

et, rules can be formulated using, for instance, a form of default
R%C' and transformed into equivalent sets of rules that can be
re easily verified and validated, or that can be more easily
cuted by inference engines.

Through the years a plethora of process languages and
eling constructs have been introduced. The notion of bu
ness events, for instance, goes back to the ongoing resear
the area of Event-Driven Process Chains [12]. Traces of e
work are present in metamodels such as the OMG’s Enterpr%&?
Collaboration Architecture process metamodel [13]. Likewisg Decision tabl
many modeling constructs have a grounding in logic program- ecision tables
ming, such as Event-Condition-Action (ECA) rules, which have Through the years many visualizations of rule sets have come
been shown before to represent business processes [14]. Qrtly existence, refer to [16] for an overview. For the purpose of
recently, the semantic web community has constructed a proceds-based business process modeling, we use decision tables
model to fit into the current semantic web ontology language a graphical formalism mainly to visualize derivation and pro-
[15]. The rule-base process model, nonetheless, has some ciiss rule sets. Consequently, we base our rule set metamodel
tinct features that enhance expressivity and comprehensibility decision tables. We recognize, however, that not all kinds
over existing process models. of business rule can be conveniently captured using the deci-

Expressivity is enhanced, because process rules are ablsita table paradigm. Figure 7 displays an example of a decision
express composite events [6] and are able to deal with lorigble, which is commented on in section VI. Graphically, a de-
running activities. Like ECA rules, process rules can be trandgsion table consists of four quadrants. The two upper quadrants
formed into a set of definite Horn clauses that can be usedntake up the condition sphere and the two lower quadrants rep-
simulate reaction rules in an inference engine, as we will sh@esent the conclusion sphere. Likewise, the left two quadrants
in section VI. In addition, our process model has a strong focaka decision table make up the abstract sphere with condition
on case data, allowing to keep track of the origin of each ddtdels and conclusion values whereas the right two quadrants
element and to determine case data requirements at each daeke up the concrete sphere with conditions and references to
sion point. The advantage of this approach is that the contentohclusions. Properly built decision tables contain columns in
messages no longer needs to be determined a-priori. Insteattheaupper right quadrant that consist of a conjunction of condi-
dynamic dialogue between participants becomes possible, ctiors and are exhaustive and mutually exclusive. It is useful to
sisting of event notifications, activity requests and data queriesnsider decision tables as a transformation of input rules into
Moreover, the focus on data elements and the rule-based contalzte rules. A set of input rules, possibly expressed using a kind
facilitates the integration of the process model with rule-basetfidefault logic, determine which combination of conditions in
vocabulary semantics. the upper right quadrant leads to which conclusion values in the
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A DECISION TABLE RULE SET METAMODEL
lower right quadrant. V1. GENERATING RULES

As a proof-of-concept we display excerpts from a vocabu-
C. A decision tables rule set metamodel lary, process and rule model using concise visualizations of the
above described process and rule set metamodels and show how

Figure 4 displays a MOF/UML decision table rule set met40 generate Prolog clauses from it that can be used in the execu-
model that captures these ideas. A decision table rule set cé@n of the modeled process. Note that it is possible to generate
sists of subjects, properties and variables, which are represefitdgs in any logic programming language. Decision table rule
by subject atomsand property atoms Furthermore a rule setSets, in particular, aim at transforming rules into exhaustive and
consists of an ordered compositionaiindition labels These mutually exclusive, definite Horn clauses, which have equiva-
condition labels group the conditions of the rule set in sets nt procedural semantics in many different rule execution en-
exhaustive and mutually exclusive conditions. Eaohdition Vironments.
is a logical formula that refers to the domain atoms and vari- As shown, rule-based process execution decomposes the pro-
ables of the rule set. The actualles of the rule set are an cessing of event messages into a number of logic queries on
ordered conjunction of conditions, such that a rule containsat inference engine. Each of these queries refers to a different
most one condition of each condition label. Notice that nogpe of rule, which are to be derived from the business vocabu-
every conjunction of conditions is necessarily meaningful. lary, business process and business rule models. In Prolog, these
other words, it might be the case that a specific condition gsieries have the following signature:
only meaningf_ul in combination with_ qther specific conditions. § perivation rules: derivation rules represent proper-
To express this dependency, a decision table can make use 0f fjes that can be derived deductively from the available
so calledcondition dependency rules-igure 6 displays some case data. Given the limited vocabulary language of

examples of such condition dependency rules, which are com- yomain classes and domain properties that we departed
mented on in section VI. In addition to conditions, a rule refers from, the signature of derivation rules in Prolog can be

toone or mor@onclusionsThe_se tableulescan be considered represented as unary and binary predicates: :ClassPred-
as a transformation of an equivalent seirgiut rules icate(?Resource), :PropertyPredicate(?Resource, ?Re-
This generic rule set metamodel can be specialized to model source) and :PropertyPredicate(?Resource, ?Literal).
business rules such as conditional constraints, derivations ot. Authorization rules: authorized(+Event, +Participant)
process rules. In the next section we show how to generate sets succeeds when the participant is authorized to raise the
of exhaustive and exclusive Horn clauses from decision tables. event. Likewise, authorized(+DataElement, +Participant)
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reservation price and rejects the other proposals. This decision
@ Terminate \ is taken the moment a deadline has passed. Proposals submitted
after the deadline are not considered.

djo

aleul

Reject

Proposal A. Visualization of a process description
= 2 \ : Figure 5 displays this process description both for the ini-
5 Prapasals H procbt ) (> Evaluate tiator and for a participant. Although some visual elements
<
E T
=z

mainly because it distinguishes decision points in a process de-
scription, which are represented as circles in the diagram. The
diagram displays activity types as rectangles. External event
Exeoute types are dotted lines, whereas activity event types are solid
/ Proposal lines flowing into a decision point. The outflow of a decision
point describes the activities that might be launched in response
to observed events. Notice that within a single process instance
multiple instances of reject proposal activity types can be cre-
ated. Synchronization of these activities, however, is not re-
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Fig. 5 B. A visualization of a process rule set
THE CONTRACT NET INTERACTION PROTOCOL The state transitions at a certain decision point are described

by a set of process rules. Consider, for example, the second
decision point in the process description of the initiator. At this
. _ oint, a decision has to be made which proposals to accept and
succeeds if t_he data elem ent desprlpnon .Of the data e\?\ﬁﬁich to reject. In the case no proposals are submitted before
ment, allows it to be provided by this participant. he deadli in th . vities did q
2. Input validation rules: constraintViolation(-DataEle- the deadline, or in the case previous activities did not succeed,
' . § o tt}e process instance should terminate.
ment, -ViolatedConstraint) succeeds if, given the curren ) .
" These process semantics are defined by a set of process rules,
and additional case data elements, one of the new data elﬁr ; . ; -
X : ; : Which can be visualized with decision tables. Because these ta-
ments violates a particular business constraint.
. i . o . bles are cumbersome to construct manually, we have used Pro-
3. Case data requirements:requirement(+DecisionPoint, -

DataElementType, -Participant) succeeds if additional dall%a [19] to construct it for us. Although Prologa fits in a propo-
. . X itional logic framework, Prologa proves a useful tool to visual-
elements are required from a participant to continue the

process beyond a certain decision point. If this is nl%e and transform angmber of inpu.t rules, expressed qsing Pro-
the case, these data elements should be acquired from?ﬂggs own defaultlogic [19]. In partlcular,_ProIoga provides the
proper pr,ocess participants or underlying database and user with a number of feat_ures that fa_c_lhtate knowledge mod-
plication layer. gﬁ)ng, such as the reordering (_)f cond_|t_|on .Iabels to expand or
4. Process rules and activity preconditions: reac- contract the table,_the syntactical verlflcatl_on of ru_les and the
tion(+Event, -Activity) succeeds if given the new event an%owerful visualizations that allow to semantically validate a rule
’ - set [20].
:E: z\t/aetr;tsc;fdta? p?rlggairs]t?ni?:nigw;%]Z\t;tzztitvr}?; rz::s U_Bigure 6 gives an Qu@line of the subjects, properties and vari-
y ’ les that are the building blocks of the process rules. The con-

ing the preconditions of the service to invok, should bE1usions of the rule set are defined by a set of input rules. In

launched. Th_e activity type and parameters of this aCtIV@’ddition a set of condition dependency rules indicates which
are asserted in the knowledge base.

5. Notification rules: notification(+Activity, -Notification) combinations of conditions are meaningless in this table. For

. o . instance, the combination of a call for proposal succeeded event
succeeds if the state change of an activity requires some

- o .~ —and a call for proposal failed event does not occur in reality. In
process participants to be notified. The proper participan oo . -
) . .. __cdnsequence, these combinations of conditions are eliminated
event and data elements to be contained by this naotificat

; 0m the decision table. The actual process rules can be re-
message are asserted in the knowledge base
9 9 ' trieved from the columns of the two right quadrants of the table.
By means of illustration, we derive a private process descriphese rules translate in the following Prolog clauses.
tion from the Contract Net Interaction Protocol [17]. This inter-
action protocol is not only a standard multi-agent coordinatiosn DECISION POINT: decisionPoint2
mechanism [18], but also is a standard interaction pattern f@;‘;iﬁ%ﬁi i‘iﬁy)prﬁmssru'ez'l
many real-life B2B transactions. The interaction proceeds as EVENT
follows. An initiator puts out a contract to tender by issuing EVenEEDLL EventECEPs).
request for proposal (RFP). Subscribed participants can respemigheractivitySucceeded(EDL),
to this request with a proposal. In our example the initithL‘ZFgguﬁngefgﬂ(sECFps)’
accepts the best proposal if it is below an a-priori determing@posai(p),
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reaction(Event, Activity)

etTimerActivitySucceeded Y

etCFPsucceeded Y

etCFPfailed

proposal Y

bestProposal Y N

price, reservationPrice Pr<=RP | Pr>RP -

atAcceptProposal, P X

atRejectProposal, P . X X

WIN = OO W N =

atTerminate

x

Subjects , properties _and variables :
etTimerActivitySucceeded: EDL
etCFPsucceeded: ECFPs
etCFPfailed: ECFPf
proposal: P

price: Pr
bestProposal: P
callForProposals: CFP

reservationPrice: RP

Condition dependency rules:

1. Condition etCFPsucceeded(ECFP) is possible only if not
etCFPfailed(ECFP).

2. Condition etCFPfailed(ECFP) is possible only if not
etCFPsucceeded(ECFP).

3. Condition bestProposal(P) or not bestProposal(P) is
possible on ly if proposal(P).

Input rules:
4. atAcceptProposal or atRejectProposal or atTerminate is

possible only if etTimerActivitySucceeded (EDL) and
(etCFPsucceeded(ECFP) or etCFPfailed(ECFP)).

5. only atTerminate definitely if etDeadLine(EDL) and
etCFPfailed(ECFP).

6. only atTerminate definitely if etDeadLine(EDL) and
etCFPsucceeded(ECFP) and not proposal(P).

7. atRejectProposal generally if proposal(P) and not
bestProposal(P).

8. atAcceptProposal generally if proposal(P) and
bestProposal(P) and Pr <= RP.

9. atRejectProposal gene rally if proposal(P) and
bestProposal(P) and Pr > RP.

Fig. 6
A PROCESS RULEDECISION TABLE

bestProposal(P),

price(P, Pr),
callForProposals(CFP),
reservationPrice(CFP, RP),
Pr=<RP,

% ACTIVITY ASSERTION

[.]
% PARAMETER ASSERTION

[..]
% ACTIVITIES
( Activity=AacceptProposalGUID).

% DECISION POINT: decisionPoint2
% PROCESS RULE: processrule2-4
reaction(Event, Activity) :-

% EVENT
( Event=EDL; Event=ECFPs),

% EVENT CONDITIONS
atTimerActivitySucceeded(EDL),
etCFPsucceeded(ECFPs),

% CONDITIONS
not(Proposal(P)),

% ACTIVITY ASSERTION

% PARAMETER ASSERTION

|
% ACTIVITIES
( Activity=AterminateGUID).
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| discount(Contract, D) — MAXD
1. inDelayWithPayment Delay=true Delay=false
2. quantity - Q>=3 Q<3
3. deliveryTime - T<7 |[T>=7 |T<7 |T>=7
1. D is 0.1*SPrice - X X .
2.Dis 50 - . X X
3.Dis0 X X X X X

1 2 3 4 5

Subjects . properties and variables :

salesContract: Contract
standardPrice: SPrice
quantity: Q
deliveryTime: T
discount: D
customer: Customer

customer: Customer
inDelayWithPayment: Delay

Input rules:

1. D=0 generally always.

2. D=0.1*SPrice if Q >=3.

3. D=50if T>=7.

4. Only D=0 definitely i f Delay=true.

Fig. 7
A DEDUCTION RULE DECISION TABLE

C. A visualization of a derivation rule set

Decision tables are useful visualizations of conditional con-
straints, derivation rules and process rules. In the next example
we show that this table is also capable of expressing higher-
order concerns such as aggregation. Figure 7 displays the dis-
counts a retailer might attribute to a sales contract, for instance,
in response to a request for proposal. From the table it is clear
that in some cases, a sales contract might qualify for multiple
discounts — this is called a multiple-hit table in the literature.
Suppose the retailer has the policy to always grant the highest
discount to a sales contract. The retrieval of the highest conclu-
sion value, might translate in the following Prolog clauses.
discount(Contract, Discount) :-

salesContract(Contract),

findall(D, discount_sub(Contract, D), Discounts),
max(Discounts, Discount).

% DERIVATION RULE: discountl
discount_sub(Contract, D) :-
salesContract(Contract),
customer(Contract, Customer),
inDelayWithPayment(Customer, true),
D is 0.

-]

% DERIVATION RULE: discount5
discount_sub(Contract, D) :-
salesContract(Contract),
customer(Contract, Customer),
inDelayWithPayment(Customer, false),
quantity(Contract, Q),

Q <3,

deliveryTime(Contract, T),

T >= 7,

(D is O;

D is 50).

VII. CONCLUSION

In this paper, we set out for using a business rule model to
represent the semantics of the data and control-flow perspective
of business processes. In particular, we have shown how a busi-
ness rule model defines and constrains the data elements of a
business vocabulary model and the state transitions of a busi-
ness process model. To this end we have constructed a generic,
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lightweight process and rule set metamodel that can be the basis Silvie Spreeuwenberg, “A First-Version Visual Rule Language,” Report
of process languages of arbitrary complexity. From these m%%—] IST-2004-506779, REWERSE, 8 2004.

| f diff kinds of definite H | Reid G. Smith, “The Contract Net Protocol: High-Level Communication
els a corpus of ditfferent kinds of definite Horn clauses are to and Control in a Distributed Problem Solver]EEE Trans. Computers

generated, which can be used in the execution of the modeled vol. 29, no. 12, pp. 1104-1113, 1980.
process. In addition we have shown how rule-based process[ﬁi FIPA, FIPA Contract Net Interaction Protocol SpecificatioflPA, 2002.
i

. . . Jan VanthienenProloga 5.2 - tabular knowledge modeling - User’s man-
ecution decomposes the processing of event messages in a “al, Katholieke Universiteit Leuven, 2003.

ber of logic queries on an inference engine. The latter indicaf@g Jan Vanthienen, Christophe Mues, and Ann Aerts, “An lllustration of Ver-
how to embed business logic in a service-oriented, event-driven ification and Validation in the Modelling Phase of KBS Development.,’
. . Data Knowl. Eng.vol. 27, no. 3, pp. 337-352, 1998.
architectural framework that links the enforcement of rules and
the orchestration of services.
At the moment we are continuing our research in the follow-
ing three directions. First of all, we are working on a rule gener-
ator to automatically generate the execution-level rules from Se-
mantic Web-based vocabulary, process and business rule mod-
els. Secondly, we are looking into process validation facilities
for the validation of private process descriptions against prede-
fined public interaction protocols. In addition we envision to
extend the process metamodel to allow for the incorporation of
update and delete case data manipulation facilities both for the
process engine and the process participants.
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