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Abstract. In philosophy, the term ontology has been usedesiihe 1% century to refer both to a
philosophical discipline (Ontology with a capit®”), and as a domain-independent system of categori
that can be used in the conceptualization of dorspétific scientific theories. In the past decatiese has
been a growing interest in the subject of ontologgomputer and information sciences. In the last f
years, this interest has expanded considerabheirdntext of the Semantic Web and MDA (Model-Dnive
Architecture) research efforts, and due to the ool®logies are perceived to play in these initegi In this
paper, we explore the relations between Ontology @itologies in the philosophical sense with domain
ontologies in computer science. Moreover, we elatgoon formal characterizations for the notions of
ontology, conceptualization and metamodel, as agbn the relations between these notions. Additiypn

we discuss a set of criteria that a modeling laggushould meet in order to be considered a suitable
language to model phenomena in a given domain, pedent a systematic framework for language
evaluation and design. Furthermore, we argue ferriportance of ontology in both philosophical gns
aforementioned for designing and evaluating a blgtgeneral ontology representation language, aad w
address the question whether the so-called Ontdldgly languages can be considered as suitable genera
ontology representation languages. Finally, we vabéi the need for two complementary classes of
modeling languages in Ontology Engineering addngssivo separate sets of concerns.
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1 Introduction

The Webster dictionary [1] defines the term ontglag:

(D1). a branch of metaphysics concerned with the natuleeations of being;

(D2). a particular theory about the nature of being erkiimds of existents;

(D3). a theory concerning the kinds of entities and djpadly the kinds of abstract entities that arebe
admitted to a language system.

Etymologically,ont- comes from the present participle of the Greek wénai (to be) and, thus, the latin
word Ontologia (ont + logia) can be translated ase study of existencEhe term was coined in the 17
century in parallel by the philosophers Rudolf Gélak hisLexicon philosophicurand by Jacob Lorhard
in his Ogdoas Scholasticabut popularized in philosophical circles only #8th century with the
publication in 1730 of th@hilosophia prima sive Ontologiay the German philosopher Christian Wolff.

In the sense (D1) above, ontology is the most furetdgal branch of metaphysics. Aristotle was the
first western philosopher to study metaphysicsesystically and to lie out a rigorous account ofobogy.
He described (in hisletaphysicandCategorie} ontology aghe science of being qua beimgccording to
this view, the business of ontology is to study t@st general features of reality and real objeas, the
study of the generic traits of every mode of beiftg.opposed to the several specific scientific igigtes
(e.g., physics, chemistry, biology), which dealyonlith entities that fall within their respectivemhain,
ontology deals with transcategorical relations|uding those relations holding between entitieobging
to distinct domains of science, and also by estiteeognized bgommon sense.

In the beginning of the $0century the German philosopher Edmund Husserlecbthe ternfFormal
Ontologyas an analogy to Formal Logic. Whilst Formal Lod&als with formal logical structures (e.g.,



truth, validity, consistency) independently of thegracity, Formal Ontology deals with formal omtmical
structures (e.g., theory of parts, theory of wholgges and instantiation, identity, dependencéyyni.e.,
with formal aspects of objects irrespective of thparticular nature. The unfolding of Formal Onwpjaas a
philosophical discipline aims at developing a systd general categories and their ties, which canded

in the development of scientific theories and dawsgpecific common sense theories of reality. Ireoth
words, Ontology (as a discipline, with capital @)the first sense of Webster’s definition aforenwerad
contributes to the development of ontologies in skeond sense. The first ontology developed inesens
(D2) is the set of theories of Substance and Act&leleveloped by Aristotle in higlethaphysicsand
Categories Since then, ontological theories have been peghy innumerous authors in philosophy, and
more recently also in the area Applied Ontologyin computer science (e.g., DOLCE, GFO, OCCHRE,
UFO).

The term“ontology” in the computer and information science literatappeared for the first time in
1967, in a work on the foundations of data modebgdS. H. Mealy, in a passage where he distingsishe
three distinct realms in the field of data procegshamely: (i}‘the real world itself’; (ii) “ideas about it
existing in the minds of men(iii) “symbols on paper or some other storage mediu€aly concludes
the passage arguing about the existence of thimghd world regardless of their (possibly) multiple
representations and claiming tf&his is an issue of ontology, or the question dftvexists’[2,p.525] In
the end of this passage, Mealy includes a referémc®uine’s essayOn What There Is"[3]. In an
independent manner, yet another sub-field of coeqmdience, namely Atrtificial Intelligence (Al) bagto
make use of what came to be knowrdamain ontologiesSince the first time the term was used in Al by
Hayes [4] and since the development of his naiyesiph ontology of liquids [5], a large amount ofakin
ontologies have been developed in a multitude bjest areas. In the past five years, an explosion o
works related to ontology has happened in commdience, chiefly motivated by the growing interest
the Semantic Web, and by the key role played bmtimethat initiative.

An important point that should be emphasized isdifference in the senses of the term used by the
information systems, on one side, and artificigéliigence and semantic web communities on therothe
information systems, the term ontology has beed us&vays that conform to its definitions in phibqehy
(in both senses D1 and D2). As a system of categioain ontology is independent of language: Afstt
ontology is the same whether it is representednigligh, Greek or First-Order Logic. In contrastmost
of other areas of computer science (the two laiteas included), the term ontology is, in genersgd as a
concrete engineering artifact designed for a sjpegifrpose, and represented in a specific language.

In the light of these contrasting notions of ongid®, a number of question begging issues become
manifest: What exactly is a domain ontology? Howesld relate to other concrete representations asch
conceptual models and metamodels? How does iettlat ontology in the philosophical senses (D1-D3)
aforementioned? Additionally, during the years mdagguages have been used to represent domain
ontologies. Examples include Predicate Calculud;, Kdntolingua, UML, EER, LINGO, ORM, CML,
DAML+OIL, F-Logic, OWL. What are the characterigtithat a suitable language to represent conceptual
models, in general, and domain ontologies, in paldir should have? In particular, are the semamtic
languages suitable ontology representation langftage

The objective of this article is to offer answeasthese questions. In the next section, we start by
discussing the relation between reality, conceptatibn and language, and by briefly introducing a
framework that can be used to systematically evelwnd re-design a modeling language w.r.t. its
suitability to model phenomena in a given domamséction 3, we elaborate on the notion of a laggua
metamodel. In section 4, we provide a formal actdonthe notion of domain ontology as well as ifisr
relation to conceptualization and language metamasieliscussed in section 2. In section 5, we aateoc
the need for an ontologically well-founded systehtategories that should underlie a suitable omfylo
representation language (i.e., an ontology in #rese D2 and D3), and discuss the role played bm&or
Ontology in Philosophy (Ontology in the sense D1jhe development of such a system. In sectiones, w
make use of the framework of section 2 and progid®mncrete example to illustrate many of the nation
discussed in the article, namely, those of fouwodati and domain ontology, ontology representation
language, domain-specific language, and (meta)mddelsection 7, we motivate the need for two
complementary classes of representation language@niology Engineering: one class populated by
philosophically well-founded languages, focusedeapressivity and conceptual clarity, and anothex on
populated by languages focused on computation{edeconcerns (e.g., decidability, efficient autosdat
reasoning, etc.). In section 8, we conclude thigclarwith a summary of the most important points
discussed herein.



2 Conceptualization and Language

One of the main success factors behind the usembdeling language lies in the language’s ability t
provide to its target users a set of modeling giies that can directly express relevant domaircepts,
comprising what we name herealamain conceptualizatiomhe elements constitutingcanceptualization
of a given domain are used to articulate abstrastaf certain state of affairs in reality. We natine latter
domain abstractionsTake as an example the domain of genealogicatioek in reality. A certain
conceptualization of this domain can be construbtiedonsidering concepts suchRerson Man, Woman
Father, Mother, Offspring being the father gbeing the mother ofmong others. By using these concepts,
we can articulate a domain abstraction (i.e., atatenodel) of certain facts in reality such as, ifstance,
thata man named John is the father of another man ndraed

Conceptualizations and Abstractions are immateriities that only exist in the mind of the usemor
community of users of a language. In order to beudwented, communicated and analyzed they must be
captured, i.e. represented in terms of some camemtifact. This implies that a language is neagska
representing them in a concise, complete and urguobs way. Figure 1 below represents the relation
between a language, a conceptualization and thpaf reality that this conceptualization abstsad his
picture depicts the well-knowk/llmann’s triangle [6]. This triangle derives from that of Ogden and
Richards [7] and from Ferdinand de Saussure [8wbase theories practically the whole modern s@enc
of language is based.

Concept
(conceptualization)

represents abstracts
Symbol refers to Thing
(language) (reality)

Fig.1. Ullmann’s Triangle: the relations between a thimgeality, its conceptualization and a symboépnesentation
of this conceptualization

The representsrelation concerns the definition of languages real-world semanticsThe dotted line
between language and reality in this figure hidhtiégthe fact that the relation between languagereality

is always intermediated by a certain conceptuatinaf9]. This relation is elaborated in Figure ath
depicts the distinction between an abstraction #sdrepresentation, and their relationship with
conceptualization and representation languagehdnstope of this work the representation of a domai
abstraction in terms of a representation languAgis called amodel specification (or simply mode]
specification or representatioh and the languagel used for its creation is called rmodeling (or
specification language

represented by .
Conceptualization Il-v\odellng
interpreted as anguage
used to : used to
instance of compose instance of compose
Y
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Fig. 2. Relations between Conceptualization, Abstractiond®ling Language and Model

In order for a mode#d to faithfully represent an abstractian the modeling primitives of the language
used to producev should faithfully represent the domain concephsion ¢ used to articulate the
represented abstraction The Domain Appropriatenessf a language is a measure of the suitability of a



language to model phenomena in a given domaim othier words, of its truthfulness of a language to
given domain in reality. On a different aspect,fatiént languages and specifications have different
measures of pragmatic adequacy [IDdmprehensibility appropriatenessfers to how easy is for a user a
given language to recognize what that languagerstcocts mean in terms of domain concepts and, how
easy is to understand, communicate and reason théthspecifications produced in that language. The
measures of these two quality criteria for a giVenguage and domain are aspects of rémresents
relation depicted in figure 1, and they can be asysttically evaluated by comparing, on one hand, a
concrete representation of the worldview underlyimagt language (captured by that languagesamodél

to, on the other hand, a concrete representatiendafmain conceptualization, odamain ontologyThe
truthfulness to realitydomain appropriatenessnd conceptual clariticomprehensibility appropriateness)
of a modeling language depend on the level of hoarphism between these two entities. The stronger th
match between an abstraction in reality and itsasgnting model, the easier is to communicate easion
with that model.

In [10], we discuss a number of properties thaukhbe reinforced for an isomorphic mapping to take
place between an ontologyrepresenting a domain and a domain language’s metamodel. If isomorphism
can be guaranteed, the implication for the humaentagvho interprets a diagram (model) is that his
interpretation correlates precisely and uniquelthvein abstraction being represented. By contrasgrev
the correlation is not an isomorphism then therg patentially be a number of unintended abstrastion
which would match the interpretation. These prapsriare briefly discussed in the sequel and are
illustrated in figure 3: (aBoundnessA languager is soundw.r.t. to a domainp iff every modeling
primitive in the language has an interpretationtenms of a domain concept in the ontology (b)
CompletenessA languager is completew.r.t. to a domairp iff every concept in the ontology of that
domain is represented in a modeling primitive aftfanguage; (clucidity: A languager is lucid w.r.t. to
a domain? iff every modeling primitive in the language regeats at most one domain concepbin(d)
Laconicity: A languager is laconicw.r.t. to a domairp iff every concept in the ontology of that domain
is represented at most once in the metamodel aflémguage. In the same article, we also provide a
methodological framework for assessing these ptmsegiven a language and a domain. Such framework
has been applied in a number of case studies. Tdw oomprehensive example being [10] with the
evaluation and re-design of UML for the purposecohceptual modeling, but also [11], in which this
framework is employed to design an agent-orientegneering methodology for the domain of Knowledge
Management.

UnsoundnessNon-Lucidity Non-Laconicity and Incompleteneswiolate what the philosopher of
language H.P.Grice [12] name®nversational maximshat states that a speaker is assumed to make
contributions in a dialogue which arelevant clear, unambiguousandbrief, not overly informativeand
true according to the speaker's knowledg®henever models do not adhere to these convensati
maxims, they can communicate incorrect information and induee tiser to make incorrect inferences
about the semantics of the domain.
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Fig. 3. Examples ofLucid (a) and Sound (b) representational mappimgsn fAbstraction to Model; Examples of
Laconic (¢) and Complete (d) interpretation mappifigm Model to Abstractian



3 Language and M etamodel

The set of symbols that compose a language asasdhe rules for forming valid combinations of thes
symbols constitute the language’s syntax. In seiatelanguages, the syntax is first defined in temwfi an
alphabet (set of characters) that can be grouged/alid sequences forming words. This is calldexical
layer and it is typically defined using regular eegsions. Words can be grouped into sentencesdicgor
to precisely defined rules defined in a contexefggammar, resulting in an abstract syntax tremally,
these sentences are constrained by given contedttoms.

In diagrammatic (graphical) languages, converséig, syntax is not defined in terms of linear
sequence of characters but in terms of pictorighsi The set of available graphic modeling priraiiv
forms the lexical layer and the language abstrgntax is typically defined in terms of metamodel
Finally, the language metamodel is enriched by exdntonditions given in some constraint description
language, such as, OCL or first-order logic (FOIn).either case, context conditions are intended to
constrain the language syntax by defining the Beboect (well-formed) sentences of the langua&pme
of these constraints are motivated by semanticideretions (laws of the domain being modeled as we
shall see) while others are motivated by pragmasioes [10]. Nevertheless, a metamodel is a déarip
of the language’s abstract syntax since it defi{@sa set of constructs selected for the purpoke o
performing a specific (set of) task(s) and, (iged of well-formedness rules for combining thesestaicts
in order to create grammatically valid models ia linguage.

In the previous section, we advocate that the Isiliita of a language to create models in a given
domain depends on hoteglose” the structure of the models constructed using ldreguage resemble the
structure of the domain abstractions they are ssgubdo represent. To put it more technically, a ehod
produced in a languageshould be, at least, a homomorphism of the aligirag that 4/ represents. This
evaluation can be systematically performed ultilyabased on the analysis of the relation between th
structure of a modeling language and the struafieedomain conceptualization.

What is referred bgtructure of a languagean be accessed via the description of the spatidn of
conceptual model underlying the language., a description of the worldview embeddethia language’s
modeling primitives. In [13], this is called thentological metamodel of the languaga simply, the
ontology of the languagd=rom a philosophical standpoint, this view iosgly associated with Quine
[14], who proposes that an ontology can be founth@ontological commitmerif a given language, that
is, the entities the primitives of a language cohtmithe existence of. For example, Peter Chenti#yEn
Relationship model [15] commits to a worldview tlaicounts for the existence of three types of giing
entity, relationshipandattribute

This distinction of a metamodel as a pure desonptf a language’s abstract syntax and as a
description of the worldview underlying the langaagan be understood in analogy to the distinction
between a desigh model and a conceptual modefonmation systems and software engineering. Whilst
the latter is only concerned with modeling a viefvtloe domain for a given application (or class of
applications), the former is committed to transigtithe model of this view on the most suitable
implementation according to the underlying impletagéinon environment and also considering a number of
non-functional requirements (e.g., security, faolerance, adaptability, reusability, etc.). Likew the
specification of the conceptual model underlyinraguage is the description of what fhrémitives of a
languageare able to represent in terms of real-world phegma. In some sense (formally characterized in
the next section), it is the representation of aceptualization of the domain in terms of the laaggis
vocabulary. In th@esignof a language, these conceptual primitives catmareslated into a different set of
primitives. For example, it can be the case thabmaceptual primitive is not directly representedthe
actual abstract syntax of a language, but its nioglelapabilities (the real world concept underlyitygcan
be translated to several different elements in leguage’s abstract syntax due to non-functional
requirements (e.g., pragmatics, efficiency). Noaktks, the design of a language is responsible for
guaranteeing that the language’s syntax, formalaséics and pragmatics are conformant with this
conceptual model. From now on, thdodeling Languageicon depicted in figure 2 represents the
specification of the conceptual model underlying tanguage, or what we shall nhame thaguage
metamodel specificatigor simply thelanguage metamodel

Thestructure of domain conceptualizatiomust also be made accessible through an expfidif@amal
description of the corresponding portion of realityterms of a concrete artifact, which is termexdleha
domain reference ontologpr simply, adomain ontologyThe idea is that a reference ontology should be



constructed with the sole objective of making thkstlpossible description of the domain in reality.twto
a certain level of granularity and viewpoint. Thetian of ontology as well as its role in the exjilic
representation of conceptualizations is discuseedkepth and given a formal characterization inribgt
section.

4 Ontology, M etamodel and Conceptualization

Let us now return our attention to figure 2. A Mbdeg language can be seen as delimiting all possibl
specifications which can be constructed using that language,allegrammatically valid specifications of
that language. Likewise, a conceptualization carsden as delimiting all possible domain abstrastion
(representing state of affairs) which are admissilol that domain [16]. Therefore, for example, in a
conceptualization of the domain of genealogy, tlvarnot be a domain abstraction in which a persduisi
own biological parent, because such a state ofrsffannot happen in reality. Accordingly, we cay that
a modeling language which is truthful to this domigi one which has as valid (i.e., grammaticallyrect)
specifications only those that represent stateffaira deemed admissible by a conceptualizatiothat
domain. In the sequel, following [16], we preseribamalization of this idea. This formalization cpares
conceptualizations as intentional structures anthmedels as represented by logical theories.

Let us first define @onceptualizatiorC as follows:

Definition 1 (conceptualization): a conceptualization C is an intensional struc{MveD,[0) such that W is

a (non-empty) set of possible worlds, D is the donad individuals and] is the set of n-ary relations
(concepts) that are considered in C. The elemeriis[] are intensional (or conceptual) relations with
signatures such g@s:W - [0 (D", so that each n-ary relation is a function fromsgible worlds to n-tuples
of individuals in the domain. [

For instance, we can hapeaccounting for the meaning of the natural kindlapim this case, the meaning
of apple is captured by the intentional functmnwhich refers to all instances of apples in eyaogsible
world.

Definition 2 (intended world structure): For every world wiJ W, according to C we have amended
world structureS,Cas a structuréD,R,,C) such that RC = {p(w) |p O O}. L]

More informally, we can say that every intended ld/@tructure $Cis the characterization of some state
of affairs in world w deemed admissible by conceapmation C. From a complementary perspective, C
defines all the admissible state of affairs in thatain, which are represented by the set §,,C | wO
Wi}

Let us consider now a languagevith a vocabulary V that contains terms to repnegery concept in
C.

Definition 3 (logical model): A logical model forL can be defined as a structy&l): S is the structure
(D,R), where D is the domain of individuals and R isea af extensional relations; I:'¥D O R is an
interpretation function assigning elements of Dcamstant symbols in V, and elements of R to prédica
symbols of V. A model, such as this one, fixes dipalar extensional interpretation of language m

Definition 3.4 (intensional interpretation): Analogously, we can define an intensional inteigieh by
means of the structuréC,[J), where C =(W,D,00) is a conceptualization and:V - D 0O O is an
intensional interpretation function which assigiemeents of D to constant symbols in V, and elements
0 to predicate symbols in V. L]

1 We have so far used the temodelinstead of specification since it is the most camnterm in conceptual modeling. In this
session, exclusively, we adopt the latter in otdeavoid confusion with the term (logical) modelwsed in logics and tarskian
semantics. A specification here is a syntacticamta logical model is a semantic one.



In [16], this intentional structure is named theological commitmentdf languager to a conceptualization
C. We therefore consider this intensional relatigncorresponding to thepresentgelation depicted in
Ulimann’s triangle in figure 1.

Definition 5 (ontological commitment): Given a logical languagé& with vocabulary V, arontological
commitment = (C,[0), a modelS,ly of L is said to be compatible with K if: (i) 8 S (ii) for each
constant c, I(c) £J(c); (iii) there exists a world w such that for eyg@redicate symbol p, | maps such a
predicate to an admissible extensionip), i.e. there is a conceptual relatiprsuch thatl(p) = p and
p(w) = I(p). The set(£) of all models ofc that are compatible with K is named the sahtédnded models
of £ according to K. m

Definition 6 (logical rendering): Given a specification X in a specification langeag we define as the
logical rendering of X, the logical theory T thatthe first-order logic description of that spemifion [17].
|

In order to exemplify these ideas let us take ttargle of a very simple conceptualization C suct W
={w,w}, D ={a,b,c} and O = {person, father}. Moreover, we have that persgr{ {a,b,c}, father(w) =

{a}, person(w’) = {a,b,c} and father(w’) = {a,b}. fiis conceptualization accepts two possible state of
affairs, which are represented by the world stmest§C = {{a,b,c}, {{a,b,c},{a}} and S,,C = {{a,b,c},
{{a,b,c},{a,b}}. Now, let us take a language whose vocabulary is comprised of the tefPes son and

Fat her with an underlying metamodel that poses no rdgiris on the use of these primitives. In other
words, the metamodel afhas the following logical rendering T

1. X Person(x)
2. [X Father(x)

In this case, we can clearly produce a logical rhodlec (i.e., an interpretation that validates the logical
rendering ofz) but that is not an intended world structure o0t instance, the model D’={a,b,c}, person
= {a,b}, father = {c}, and IPer son) = person and Kat her ) = father. This means that we can produce a
specification using. which model is not amtended modedccording to C.

Now, let us update the metamodel of languadpy adding one specific axiom and, hence, produttieg
metamodel (3):

1. X Person(x)
2. [X Father(x)
3. DOx Father(x) - Person(x)

Contrary toz, the resulting language’ with the amended metamodel Aas the desirable property that all
its valid specifications have logical models thet antended world structures of C.

We can summarize the discussion so far as folléwdomain conceptualization C can be understood as
describing the set of all possible state of affaivhich are considered admissible in a given usiesf
discourse U. Let V be a vocabulary whose termsctliy correspond to the intensional relations ifNGw,
let X be aconceptual specificatioi.e., a concrete representation) of universe stalirse U in terms of
the vocabulary V and letkTbe a logical rendering of X, such that its axiad@atton constrains the possible
interpretations of the members of V. We call X (ahig anideal ontologyof U according to C iff the
logical models of % describe all and only state of affairs which atenited by C.

The relationships between language vocabulary, eqnalization, ontological commitment and
ontology are depicted in figure 4 below. This us¢he term ontology is strongly related to the dhsiense
(D3) in which the term is used in philosophy, ias “a theory concerning the kinds of entities and
specifically the kinds of abstract entities tha¢ &0 be admitted to a language systésection 1).



Conceptualization ¢

commitment X

Language £

Logical Models ()
~
Ontology
Intended Models i)

Fig. 4. Relations between language (vocabulary), concépétian, ontological commitment and ontology

The logical theory () described above is, thus, an example of an ogyofor the person/father toy
conceptualization. As pointed out in [16], ontolegcannot always be ideal and, hence, a geneialtbef

for an (non-ideal) ontology must be giveAn ontology is a conceptual specification that dibss
knowledge about a domain in a manner that is inddpat of epistemic states and state of affairs.
Moreover, it intends to constrain the possible liptetations of a language’s vocabulary so thatldgical
models approximate as well as possible the settefidled world structures of a conceptualizationf €hat
domain.

According to this criterion of accuracy, we canr#fere give a precise account for the quality of a
given ontology. Given an ontology,@nd an ideal ontology the quality of Q@ can be measured as the
distance between the set of logical models pafd Q.. In the best case, the two ontologies share time sa
set of logical models. In particular, if @s the specification of the ontological metamodehwmdeling
languagerl, we can state that if Gand G areisomorphicthen they also share the same set of possible
models. It is important to emphasize the relatietween the possible models of énd the completeness
of languageL (in the technical sense briefly discussed in esac®). There are two ways in which
incompleteness can impact the quality of @rstly, if O, (and thusL) does not contain concepts to fully
characterize a state of affairs, it is possiblé¢ tha logical models of Odescribe situations that are present
in several world structures of C. In this casg, i© said toweakly characterize C [16], since it cannot
guarantee the reconstruction of the relation betwaerlds and extensional relations established by C
secondly, if the representation of a concept iniSQunderspecified, it will not contain the axioimation
necessary to exclude unintended logical models.aAsexample of the latter, we can mention the
incompleteness of UML class diagrams w.r.t. clémsfand part-whole relations discussed in [10]. In
summary, we can state that an ideal ontologyfdd a conceptualization C of universe of discougsean
be seen as the specification of the ontologicabmetel for an ideal language to represent U aceoridi
C. For this reason, the adequacy of a language represent phenomena in U can be systematically

evaluated by comparing's metamodel specification withOThis idea is illustrated in figure 5 below.
State of Affairs represented by

the valid models of metamodel
M2 of language L2

State of Affairs represented by
the valid models of metamodel
M1 of language L1

State of Affairs represented by
the valid models of Ontology
OofC

Admissible state of affairs
according to
conceptualization C

Fig. 5. Measuring the degree dbmain appropriatenessf modeling languages via an ontology of a congalptation
of that domain.

By including formula (3), (1) is transformed into an ideal ontology,Bf C. One question that comes to
the mind isHow can one know that? other words, how can we systematically desig@tology O that
is a better characterization of C. There are twpartant points that should be called to attentidme first
point concerns the language that is used in theeseptation of these specifications, namely, tHat o
standard predicate calculus. The formula addedr{ptd create (3) represents a subsumption relation
between Person and Father. Subsumption is a basittiye in the group of the so-callezbistemological



languageswhich includes languages such as UML, EER and OMVs, in contrast, absent in ontological
neutral logical languages such as predicate cacBy using a language such as OWL to represent a
conceptualization of this domain, a specificatiaels as the one in figure 6 should be produced (whic
reads “Fathefs-a Person”, or in other words, the Father concepulssumed by the Person concept). In
this model, the third axiom would be automaticatigluded through the semantics of the metamodeling
language. Therefore, if a suitable ontology modglianguage is chosen, its primitives incorporate an
axiomatization, such that the specifications (amg@s) produced using this language will better
approximate the intended models of a conceptuaiz&l.

e K

Fig. 6. Example of a subsumption relation in UML

The second point that should be emphasized iserklat the questiorhow are the world structures that
are admissible to C determinedrhe rationale that we use to decide that are fam farbitrary, but
motivated by the laws that govern the domain idityedn [18], the philosopher of science Mario Byn
defines the concepts ofstiate spacef a thing, and a subset of it, which he namesomological state
spaceof a thing. The idea is that among all the (th8oa#ly) possible states a thing can assume, only a
subset of it is lawful and, thus, is actually pbksi Additionally, he defends that the only regllyssible
factsinvolving a thing are those that abide by laws, tleose delimited by the nomological state spdce o
thing. As a generalization, if an actual stateftdies consists of facts [19], then the set of jilussstate of
affairs is determined by @main nomological state spada sum, possibility is not by any means defined
arbitrarily, but should be constrained by the $daws that constitute reality. For example, itdss of the
domain (in reality) that every Father is a Perddre specification (J) is an ideal ontology for C because it
includes the representation of this law of this domvia the subsumption relation between the
corresponding representations of father and peiGonversely, if C included a world structure in i
this law would be broken, the conceptualizatioalftavould not be truthful to reality. To refer ong®re to
Ulimann'’s triangle (figure 1), the relation betwesonceptualization C and tdemain nomological state
spaceis that relation ofbstractsbetween conceptualization and reality.

Now, to raise the level of abstraction, we can algnsider the existence of a meta-conceptualization
Co, Which defines the set of all domain conceptuétires such as C that are truthful to reality. Owimm
objective is to define a general ontology represtion languagelo that can be used to produce domain
ontologies such as Q i.e., a language whose primitives include theoribat help in the formal
characterization of a domain-specific langudgeestricting its logical models to those deemenhiadible
by C. In order to do this, we have to include ptiveis in languagée., that represent the laws that are used
to define the nomological world space of meta-cphealization G. In this case, these are the general laws
that describe reality, and describing these lawisas/ery business édrmal ontologyin philosophy.

In summary, we defend that the ontology underlyégngeneral ontology representation langu#ge
should be a meta-ontology that describes a setabfworld categories that can be used to talk ateality,
i.e., ontology in the sense (D2) of section 1. Wilse, the axiomatization of this meta-ontology must
represent the laws that define that nomological ldvaspace of reality. This meta-ontology, when
constructed using the theories developedfdoynal ontologyin philosophy, is named #oundational
ontology

We can summarize the main points of this lattecudision as follows. A domain such as genealogy is
what is named in the literatureraaterial domairf20] and a language designed to model phenomethasin
domain is called @omain-specific languagé\ccording to the language evaluation frameworlktiomed
in section 2, we can provide the following defioiti for an ideal language to represent phenomeraa in
given domain:

A language is ideal to represent phenomena in @rgiomain if the metamodel of this language is
isomorphic to the ideal ontology of that domaindahe language only has as valid specifications¢ho
whose logical models are exactly the logical modékhe ideal ontology.

2 The word Thing is used by Bunge in a technical sense, vidh&monymous to the notion siibstantial individuahs used in [10].



This principle should hold not only for domain-sifiec languages, whose metamodels should be
isomorphic to some ontology of a material domaiat &lso for domain-independent languages and, in
particular, for general ontology representationglaages that can be used to create domain ontologies
different material domains. To be consistent witle fposition defended here, a languageused to
represent individual domain ontologies should dsobased on a conceptualization, but in this case,
meta-conceptualization, which is represented Bpandational OntologyThis idea is illustrated in figure

7 below.

Meta-
Conceptualization
(System of Formal
Ontological
Categories)

General
Ontology
Representation
Language

represented by

interpreted as

N

used to instance of used to

instance of compose compose

represented by

Genealogy
Domain
interpreted as Ontology

Genealogy Domain '\
v‘_/

Fig. 7. Relations between Material Domain Conceptualimatbomain Ontologies, General Ontology Represimsit
Languages and their Meta-conceptualization asradbsystem of ontological categories.

5 Towardsa suitable General Ontology Representation Language: The Ontological Level Revisited

When a general ontology representation languageristrained in such a way that its intended moaleds
made explicit, it can be classified as belonginghemontological level This notion has been proposed by
Nicola Guarino in [21], in which he revisits Brachnis classification of knowledge representation
formalisms [22].

In Brachman's original proposal, the modeling ptives offered by knowledge representation
formalisms are classified in four different levelsamely: implementation logical, conceptual and
linguistic levels.

In the logical level, we are concerned with thedpgrates necessary to represent the concepts of a
domain and with evaluating the truth of these prafdis for certain individuals. The basic primitiae
propositions, predicates, functions and logicalrafmes, which are extremely general and ontolobjical
neutral. For instance, suppose we want to stateathed apple exists. In predicate calculus we douite
down a logical formula such asJFHXx(appl e(x) O red(x)). Although this formula has a precise
semantics, the real-world interpretation of a prath occurring in it is completely arbitrary, sincee
could use it to represent a property of a thing, kmd the thing belongs to, a role played by thed,
among other possibilities. In this example, thedfmates apple and red are put in the same logicding,
regardless of the nature of the concept they repteand the importance of this concept for the
qualification of predicated individual. Logical lelvlanguages are neutral w.r.t. ontological comraiita
and it is exactly this neutrality that makes logiteresting to be used in the development of sidient
theories. However, it should be used with careraotddirectly in the development of ontologies, simmne
can write perfectly correct logical formulas, buhieh are devoid of ontological interpretation. For
example, the entailment relation has no ontic d¢aficm. Moreover, while one can negate a predicate
construct a formula by a disjunction of two pretisa in reality, there are neither negative naerabtive
entities [18].

In order to improve the “flatness” of logical larages, Brachman proposes the introduction of an
epistemological levelon top of it, i.e.,, between the logical and cornaap levels in the original
classification. Epistemology is the branch of pbilphy that studies'the nature and sources of
knowledge:' The interpretation taken by Brachman and mangrotti the logicist tradition in Al is that
knowledge consists of propositions, whose formalcstire is the source of new knowledge. Examples of
representation languages belonging to this levaude Brachman's own KL-ONE [23] and its derivasive
(including the semantic web languages OIL, DAML, MiA+OIL, RDFS, OWL) as well as object-based
and frame-based modeling languages such as EER5QIR4] and UML. The rationale behind the design
of epistemological languages is the following:(i¢ languages should be designed to capture itatores



between pieces of knowledge that cannot be smoo#pyured in logical languages; (ii) they shoulteof
structuringmechanisms that facilitate understanding and reaarice, they should also allow for economy
in representation, and have a greater computatigffialency than their logical counterparts; (iiipally,
modeling primitives in these languages should restructural connections in our knowledge ne¢ded
justify conceptual inferences in a way that is meledent of the meaning of the concepts themselves.

Indeed languages such as UML, ER, LINGO and OWergfbwerful structuring mechanisms such as
classes, relationships (attributes) and subclasssfgions. However, if we want to impose a certain
structurein the representation of formulafFin a language such as UML, we would have to filnee
following structuring choices: (a) consider thatrén are instances of apples that can posses therprof
being red or, (b) consider that there are instanfeed things that can have the property of beipples.
Formally we can state either thatXEk: Appl e. r ed(x) as well as (§j [X: Red. appl e(x), and both
these many-sorted logic formalizations are equivdaie the previous one-sorted axiom. However, eah
contains an implicit structuring choice for thetsafrthe things we are talking about.

The design of epistemological languages puts aigtemphasis on the inferential process, and the
study of knowledge is limited to its form, i.e., is "independent of the meaning of the concepts
themselves" Therefore, the focus of these languages is maordoomal reasoning than on (formal)
representation. Returning to our example, althotihghrepresentation choice (b) seems to be intljtive
odd, there is nothing in the semantics of a UMLsslar an OWL concept that prohibits any unary
predicate such as red or tall to be modeled as. $ndther words, since in epistemological langsatie
semantics of the primitive “sort” is the same asdbrresponding unary predicate, the choice of lwhic
predicates correspond to sorts is completely ¢efbhé user.

In [21], Guarino points out that structuring deoiss, such as this one, should not result from kgairi
considerations but instead should be motivated explained in the basis of suitablntological
distinctions For instance, in this case, the choice of Apgldhe sort (a) can be justified by the meta-
properties that we are ascribed to the term byirittended meaninghat we give to it. The ontological
difference between the two predicates is that Appberesponds to a Naturdind whereas Red
corresponds to an Attributioor a Mixin [10]. Whilst the former applies necessarily toiiistances (an
apple cannot cease to be an apple without ceasiagist), the latter only applies contingently. Mdover,
whilst the former supplies principle of identity for its instances, i.e., a principle through whigé judge
if two apples are numerically the same, the lattmnot supply one. However, it is not the case &mat
object could subexist without obeying a principleidentity [25], an idea which is defended both in
philosophical ontology (e.g., Quine's dictwo entity without identity'[14]), and in conceptual modeling
(e.g., Chen's design rational for ER [15]). Consadly, the structuring choice expressed ig) fannot be
justified.

In addition to supporting the justified choice fstructuring decisions, the ontological level has
important practical implications from a computatibmpoint of view. For instance, one can exploit the
knowledge of which predicates hold necessarily (ahith are susceptible to change) in the design and
implementation of more efficient update mechaniskisally, there are senses in which the term Red ca
be said to hold necessarily (e.tscarlet is a type of redteferring to a particular shade of color), and
senses in which it carries a principle of identgyts instances (e.dg'John is a red™ meaning thatJohn is
a communisf. The choice of representing Red a$/xin in the aforementioned representation makes
explicit the intended meaning of this predicatdingiout these two other possible interpretatiolms.
epistemological and logical languages, converstig, intended meaning of a predicate relies on our
understanding of the natural language label usadthis example makes explicit, an ontologically lwel
founded modeling language should commit to a sysintological meta-level categories that include,
for instanceKinds Roles andMixin as distinctions which further qualify and makeqise and explicit the
real-world semantics of the terms used in domgime®entations. An example a foundational ontolbgy t
comprises such a system of categories is discluisshd next section.

3 For an extensive discussion kinds attributionsandprinciples of identityas well as their importance for the practice of cpheal modeling we refer to [10].



6 Domain-Independent and Domain-Specific Languages: An lllustrative Example

The language evaluation and design framework Brigificussed in section 2 can be applied both at the
level of material domains (e.g., genomics, archgglonultimedia, fishery, law, etc.) and correspoigdi
domain-specific modeling languages, and at the dmndevel of a domain-independent (meta)
conceptualization that underpins a general coneégtintology) modeling language. In [10], we have
developed a Foundational Ontology nanu#eO (Unified Foundational Ontology) which can be used as
theoretically sound basis for evaluating and regfésg conceptual modeling languages, in general, an
ontology representation languages in particular.figure 8, we illustrate a small excerpt of this
foundational ontology that contains a typology niversals (roughly classes, types).

/\
{disjoint}
|Monad|c Unlversall | Relation
{disjoint}
|Substantia| Universall |Moment Universal
{disjoint, complete}
SortalUniversal MixinUniversal
{disjoint, complete} {disjoint, complete}
AntiRigidSortal | RigidMixin | |NonR|g|dM|x|n|
AN

RigidSortal
/\

{disjoint, complete}

{disjoint, complete}

{disjoint, complete}

|Ant|R|g|dM|x|n| |Sem|R|g|dM|x|n|

|SubslanceSonaI| | SubKind | | Phase | | Role | | Category | | RoleMixin | | Mixin |

{disjoint, complete}

| Kind || Quantity || Collective |

Fig 8. Excerpt of the Foundational Ontology UFO depictintypology of universals [10].

In [10], we used this fragment of the UFO ontoldgyevaluate and re-design the portion of UML deglin
with classifiers for the purpose of conceptual niomdeand ontology representation. The re-designkbt_U

2.0 metamodel resulting from this process is degiéh figure 9. This metamodel describes the atistra
syntax of (part of) a general ontology represeotatianguage. The UML profile implementing this
metamodel is illustrated in figure 10, in whichsitused to represent an ontology for the geneatoapgerial
domain. In [10], we also used this domain ontolagyd the framework discussed in section 2 to
systematically design a domain-specific modelimglaage in the domain of Genealogy (named hereafter
L,). The modeling primitives of Lare depicted in figures 11. Figure 12 presentsngkes of invalid
(fig.12.a-c) and valid models (fig.12.d) producesihg that language.



NamedElement 1. IrelatedElement
name:String[0..1] Element
Isource
specific

Classifier
Relationship

Igeneral

1 general

Class
generalization

 P——
Generalization

GeneralizationSet

isCovering:Boolean = false
isDisjoint:Boolean = true

Object Class

{disjoint, complete}

Sortal Class
JAN

{disjoint, complete}

{disjoint, complete}

lngld Sortal Class] lAnli Rigid Sortal Class] lRigid Mixin Class] lNon Rigid Mixin Class]
AN
{disjoint, complete}
{disjoint, complete} {disjoint, complete}
lAmI Rigid Mixin Class] lSeml Rigid Mlxm]
lSubslance Sorlal] | SubKind | | Phase | | Role | | Category | | RoleMixin | | Mixin |

{disjoint, complete}

[ |

Collective
isExtensional:Boolean

Fig 9. Redesigned UML 2.0 metamodel according to the Fatioiglal Ontology of Fig.8.

«phase»
LivingPerson
«phase»
DeceasedPerson

{disjoint,complete}

«kind»
Person

JAN

{disjoint,complete}

«subKind»
Woman

«subKind»
Man

«role»
Ancestor «role»
Offspring

1
motherOf
«role»
Mother
0.1 L.
Father fatherOf

0.1

{disjoint,complete}
IparentOf 1.%

JancestorOf {strict partial order}

«role»
Descendent

Fig. 10. An ontology for the genealogy domain.
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By instantiating the pattern of figure 2 to the whoexample discussed so far we obtain the
correspondences depicted in figures 13 and 14 ont@ogy O of figure 10 is a concrete representatid

a given conceptualization of the genealogy domhinthis case, we have the ideal situation that the
metamodel of language; lis isomorphic to this ontology. The genealogy c@tsaepresented in O are
used to articulate models of individual state d&ia in reality. A specification in language (such as the
one of figure 12.d) is a concrete artifact représgnone of these models. Sinceik an ideal language to
represent the genealogy domain according to thelamyt of figure 10, the only grammatically valid
models of this language are the ones which repredestractions which are deemed acceptable acgprdin
to that ontology. For this reason, models sucthasohes that represent abstractions in which soeison
his own father/ancestor (12.a), or a father/ancesftone of his ancestors (12.b) are invalid modelis
language. Finally, a domain ontology such as the jast discussed is also a concrete artefact (aethod
and as much as the models in figure 12, it musepeesented in some modeling language. An exaniple o
such a language is the version of UML (the UML pedfused in figure 10. This modelling language has
metamodel (figure 9) which is isomorphic to the ridational ontology whose fragment is depicted in
figure 8. Here once more, the grammatically validdels (domain ontologies) according to this UML
profile are only those that represent (domain) ephealizations which are deemed accepted by the UFO
ontology. So, for instance, one cannot producdiiim language a conceptualization in whicha(iRole is
supertype of a Kindor that (ii)an Object Class is not a subkind of exactly one Kind

4 These two constraints (i) and (ii) have been folynaloved in [10].
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Fig 13. Instantiating the pattern of figure 2 for a domaidependent meta-conceptualization.
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Fig 14. Instantiating the pattern of figure 2 for the domaf genealogy.

7 Reference and Lightweight Ontologies

Conceptual Models vary in the way they manage poesent an associated conceptualization. An onjolog
such as the one in figure 10 is more accurate ifiamvere represented in ER, OWL, LINGO or startlar
UML. This is because the modeling profile usedhattmodel commits to a much richer meta-ontology
than the ones underlying these other languages. @msequence, to formally characterize its ontoédg
distinctions, a formal language with higher expressess is needed. When the stereotyped modeling
primitives of this profile are used, an axiomatiaatin the language ointensional modal logicss
incorporated in the resulting specification, coaisiing the interpretation of its terfnsQuantified
Intensional modal logics are more expressive tf@mgxample, &HOIN(D,) descriptions logics, which is
the language behind the formalization of OWL. Imttast, a language such as OWL has been carefully
designed to maintain interesting properties suchaoasputational tractability and decidability, whiahe
properties that are in general absent in more egpre languages. Likewise, LINGO was designed to
facilitate the translation to Object-Oriented impkntations. Properties such as computational effasi
and easiness of translation to implementation @iaté have been recognized as important propedies t
application areas of ontology in computer scienaehsas the Semantic Web initiative and Domain
Engineering [24]. Therefore, in Ontology Enginagrithe following tradeoff must be recognized. Owe o
side we need a language that commits to a richdational ontology. This meta-ontology, however,| wil
require the use of highly expressive formal lan@safpr its characterization, which in general, aog¢
interesting from a computational point of view. Qhe other side, languages that are efficient
computationally, in general, do commit to a suiaivleta-conceptualization. The obvious questiohés:t
how can we design a suitable general ontology sgmtation language according to these conflicting
requirements?

The position advocated here is analogous to thedefended in [26], namely, that we actually need
two classes of languages. We explain this posibgnonce more making use of an analogy to the
engineering processes in the disciplines of So#twand Information Systems Engineering. In both

5 The complete formal semantics of this profile irystem of Modal Logics with Sortal Quantification ipented in [10].



disciplines, there is a clear distinction betweesnéeptual Modeling, Design and Implementation. In
Conceptual Modeling, a solution-independent spestiidon is produced whose aim is to make a clear and
precise description of the domain elements for ghgposes of communication, learning and problem-
solving. In the Design phase, this conceptual $igation is transformed in a design specificatigrtdking

into consideration a number of issues ranging favahitectural styles, non-functional quality crigeto be
maximized, target implementation environment, &te same conceptual specification can potentialy b
used to produce a number of (even radically) diffierdesigns. Finally, in the Implementation phase,
design is coded in a target language to be theloglegh in a computational environment. Again, frdme t
same design, a humber of different implementaticens be produced. Design, thus, bridges Conceptual
Modeling and Implementation.

We here defend an analogous principle for Ontol&ggineering. On one hand, in a conceptual
modeling phase in Ontology Engineering, highly-egsive languages should be used to create strongly
axiomatized ontologies that approximate as wep@ssible to the ideal ontology of the domain. Toeus
on these languages is on representation adequacg,the resulting specifications are intendeddaised
by humans in tasks such as communication, domaitysia and problem-solving. The resulting domain
ontologies, namedeference ontologiem [16], should be used in aff-line manner to assist humans in
tasks such as meaning negotiation and consensidisgistment. On the other hand, once users havadyire
agreed on a common conceptualization, versions refexence ontology can be created. These versions
have been named in the literatdightweight ontologiesContrary to reference ontologies, lightweight
ontologies are not focused on representation adgqoat are designed with the focus on guaranteeing
desirable computational properties. Examples ofjuages suitable for lightweight ontologies include
OWL and LINGO. An example of an ontology represgatalanguage that is suitable for reference
ontologies is the UML profile briefly illustratedh ithe previous section (as demonstrated in [10]js |
important, nonetheless, to highlight that, as dised in the previous section, languages such as @wlL
LINGO are epistemological level languages and, ,tinasning them ontology representation languages is
actually a misnomer. Finally, a phase is necesgalyidge the gap between the conceptual modeling o
references ontologies and the coding of these agitd in terms of specific lightweight ontology
languages. Issues that should be addressed inasplohse are, for instance, determining how to wéhl
the difference in expressivity of the languaged 8faould be used in each of these phases, or how to
produced lightweight specifications that maximipedfic non-functional requirements (e.g., evolligibi
vs. reasoning performance).

Finally, the importance of reference ontologies basn acknowledged in many cases in practice. For
instance, [27] illustrates examples of semantierwperability problems that can pass undetectechwhe
interoperating lightweight ontologies. Likewise8]2liscusses how a principled foundational ontology
be used to spot inconsistencies and provide sokifior problems in lightweight biomedical ontolagjiés
a final example, the need for methodological supporestablishing precise meaning agreements is
recognized in thédarvard Business Reviereport of October 2001, which claims ttfahe of the main
reasons that so many online market makers havedfred [is that] the transactions they had viewed as
simple and routine actually involved many subtkidctions in terminology and meaning”.

8 Summary
In the sequel, we summarize the most importanttpaiaefended in this article:

1. Formal Ontology as conceived by Husserl, is part of the disciplii Ontology in philosophy (sense
D1), which is, in turn, the most important branéhmetaphysics;

2. Formal Ontology aims at developing general theotlied accounts for aspects of reality that are not
specific to any field of science, be it physicxonceptual modeling (sense D2);

3. These theories describe knowledge about reality iway, which is independent of language, of
particular states of affairs (states of the worsd of epistemic states of knowledgeable agentthi$
article, these language independent theories aned@metajfonceptualizationsThe representation of
these theories in a concrete artifact fendational ontology



4. A Foundational Ontology is domain-independent Refee Ontology. Reference Ontologies try to
characterize as accurately as possible the coralegttion they commits to.

5. Foundational ontologies in the philosophical seocaa be used to provide real-word semantics for
general ontology representation languagemnd to constrain the possible interpretations rafirt
modeling primitives. Conversely, a suitable ontglagpresentation language should commit to a
system of ontological distinctions (in the philobagal sense), i.e., they should truly belong to the
Ontological Level

6. An ontology can be seem as thetamodekpecification for an ideal language to represéenpmena
in a given domain in reality, i.e., a language vahonly admits specifications representing possshdte
of affairs in reality (related to sense D3).

7. Suitable general conceptual modeling languagesbeansed in the development of referedoenain
ontologies which, in turn, among many other purposes, candsgl to characterize the vocabulary of
domain-specific languages

8. The discipline of Ontology Engineering should aadofor two classes of languages with different
purposes: (i) on one hand, it needs well-foundetblogy representation languages focused on
representation adequacy regardless of the consegoemputational costs, which is not actually a
problem since the resulting model is targeted anhdw users; (i) On the other hand, it needs
lightweight representation languages with adequataputational properties to guarantee their use as
codification alternatives for the reference ont@agproduced in (i).

9. The name ontology representation languages wheliedpp the so-called Semantic Web languages is
a misnomer, since these languages are motivategpisiemological and computational concerns, not
ontological ones.
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